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Abstract
There are several mathematical formulations of quantum mechanics. The Schrödinger picture
expresses quantum states in terms of wavefunctions over, e.g. position or momentum.
Alternatively, phase-space formulations represent states with quasi-probability distributions over,
e.g. position and momentum. A quasi-probability distribution resembles a probability distribution
but may have negative and non-real entries. The most famous quasi-probability distribution, the
Wigner function, has played a pivotal role in the development of a continuous-variable quantum
theory that has clear analogues of position and momentum. However, the Wigner function is
ill-suited for much modern quantum-information research, which is focused on
finite-dimensional systems and general observables. Instead, recent years have seen the
Kirkwood–Dirac (KD) distribution come to the forefront as a powerful quasi-probability
distribution for analysing quantum mechanics. The KD distribution allows tools from statistics
and probability theory to be applied to problems in quantum-information processing. A notable
difference to the Wigner function is that the KD distribution can represent a quantum state in
terms of arbitrary observables. This paper reviews the KD distribution, in three parts. First, we
present definitions and basic properties of the KD distribution and its generalisations. Second, we
summarise the KD distribution’s extensive usage in the study or development of measurement
disturbance; quantum metrology; weak values; direct measurements of quantum states; quantum
thermodynamics; quantum scrambling and out-of-time-ordered correlators; and the foundations
of quantum mechanics, including Leggett–Garg inequalities, the consistent-histories interpretation
and contextuality. We emphasise connections between operational quantum advantages and
negative or non-real KD quasi-probabilities. Third, we delve into the KD distribution’s
mathematical structure. We summarise the current knowledge regarding the geometry of
KD-positive states (the states for which the KD distribution is a classical probability distribution),
describe how to witness and quantify KD non-positivity, and outline relationships between KD
non-positivity, coherence and observables’ incompatibility.
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1. Introduction

Negative energies and probabilities should not be considered as nonsense. They are well-defined
concepts mathematically, like a negative sum of money.
– Paul Dirac in 1942 [1].

Phenomena such as non-commutation, coherence, and entanglement fundamentally distinguish quantum
mechanics from classical physics. However, knowing exactly when an experiment lacks a classical analogue is
notoriously difficult. If, and only if, joint probability distributions describe a system’s preparation,
manipulation and measurement, a corresponding experiment can be modelled classically [2–12].

Common strategies for pinpointing, understanding and developing quantum phenomena rely on
quasi-probability distributions. A quasi-probability distribution enables the mathematical representation of
a quantum state in terms of a joint distribution over the eigenvalues of possibly incompatible observables.
Quasi-probability distributions satisfy some, but not all, of Kolmogorov’s axioms of joint probability
functions [13]. Some quasi-probability distributions can contain negative or even non-real elements. Such
‘anomalous’ values enable a probability-like description of quantum experiments and often herald
non-classical phenomena.
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In 1932, Wigner discovered his eponymous function, which has become the best-known
quasi-probability distribution [4, 14–16]. Cousins of the Wigner function include the Glauber–Sudarshan
[17, 18] and Husimi [19] representations. All three represent quantum states with distributions over the
eigenvalues of conjugate observables that have continuous spectra, such as position and momentum, or an
electromagnetic field’s real and imaginary components. In many settings, the Wigner function assumes
negative components when there is no classical description of the quantum state in a measurement
scenario [20, 21]. Thus, the Wigner function has become a popular tool for studying quantum phenomena
in continuous-variable systems—most notably in quantum optics [22].

Most modern quantum-information research, particularly quantum computing, concerns
discrete-variable systems (e.g. qubit systems) and diverse observables (not merely position and momentum).
The Wigner function is defined in terms of two fixed conjugate observables such as position and
momentum, rather than arbitrary observables. (The discrete Wigner function [23] is defined in terms of two
fixed maximally non-commuting observables.) When needing greater flexibility, one can employ the
Kirkwood–Dirac (KD) distribution. Before we introduce the KD distribution and summarise its use cases,
we briefly introduce its history.

In 1933, Kirkwood was inspired by the then-one-year-old Wigner function. He suggested a phase-space
methodology for calculating thermodynamic partition functions [24]. Doing so, he introduced the
quasi-probability distribution now known as the KD distribution. Shortly afterwards, in 1937, Terletsky
independently introduced the real part of this distribution [25, 26]. In 1945, Dirac published an article that
highlighted an ‘analogy between classical and quantum mechanics’ [5]. In this work, he independently
rediscovered the KD distribution. Dirac argued that the only difference between classical and quantum
mechanics stems from non-commutation [2, 3, 5]. Furthermore, he showed how the KD distribution can be
used to calculate expectation values of functions of observables in a (quasi-)probabilistic framework [5].

After its original construction, the KD distribution received little attention. It was rediscovered again in
1968, by Rihaczek, within a classical signal-processing framework [27]. The KD distribution’s real part, too,
was rediscovered, by Margenau and Hill in 1961 [26, 28, 29]. Not until the recent development of quantum
information theory did the KD distribution enjoy a substantial revival (e.g. [29–31]). It is now a common
mathematical tool in quantum theory. The reason relates to Kirkwood’s and Dirac’s original motivations:
The KD distribution provides a statistically-inspired framework for quantum calculations that are
burdensome within the Schrödinger and Heisenberg formalisms.

Recent years have seen the KD distribution deployed to study or develop several areas of quantum
mechanics. This Article’s purpose is to review these past results. In quantum metrology (section 3), non-real
KD quasi-probabilities are essential for accessing unknown information encoded in quantum states. Further,
it is sometimes useful to distil metrological information from several quantum states into a few. If an
underlying KD distribution contains negative values, the rate of this distillation can exceed classical limits
(section 3.3). An example of such a technique is weak-value amplification (section 4), which can improve the
signal-to-noise ratio (SNR) of measurements of weak-coupling parameters. Weak-value amplification
achieves this improvement via the ability of KD negativity to boost a pre- and post-selected ‘average’ of an
observable, such that the average lies outside the observable’s spectrum. As an alternative to tomography,
measurements of KD distributions (section 5) enable direct and/or efficient reconstructions of quantum
states. In quantum thermodynamics (section 6), engines can operate in ways forbidden by classical theories
when a certain KD distribution exhibits non-positivity. Furthermore, classical thermodynamics entails
probability distributions over the possible amounts of work or entropy exchanged during a stochastic
process. A KD distribution replaces such probability distributions in quantum thermodynamics. In quantum
chaos (section 7), a generalised KD distribution can signal scrambling, the spreading of information about a
local perturbation via many-body entanglement. Finally, the KD distribution surfaces also in foundational
settings (section 8). ‘Temporal Bell inequalities’, or Leggett–Garg inequalities, can be violated only when
underlying KD distributions are non-positive (section 8.1). Moreover, in the consistent-histories
interpretation of quantum mechanics, cross-terms in a KD distribution govern whether a classical
phase-space history can be ascribed to a quantum state (section 8.2). A rigorous notion of non-classicality is
quantum contextuality. Several proofs of experimental contextuality rely on non-positive KD distributions
directly or indirectly (section 8.3).

Thanks to this growing interest, it has become crucial to understand the mathematical properties of the
KD distribution. Sufficient and necessary requirements for the Wigner function to be negative have been
known since 1976 [7]. However, such requirements for pure states’ KD distributions were mapped out only
recently [32–34]. The extension to mixed states is not yet fully understood [35, 36]. Section 9 reviews
mathematical results about positive and non-positive KD distributions. We summarise the current
understanding of the geometry of KD-positive states. Also, we outline how to witness and quantify KD
non-positivity and coherence.
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Different readers will benefit from using this review differently. Reading the entire paper, one gains a
holistic view of the KD distribution. Reading individual sections in a modular fashion, one can target the
distribution’s most relevant applications and properties. We introduce the KD distribution and outline its
basic properties before reviewing use cases.

2. Definition and basic properties

In this section, we define the KD distribution. The KD distribution is a versatile and adaptable object that
can assume multiple forms. For simplicity, we introduce, first, the most common form of the KD
distribution. Then, we describe how to construct a general KD distribution. The KD distribution is
applicable to discrete and continuous-variable systems. However, this review centres on discrete systems.
Indeed, the KD distribution has been applied most to discrete systems. Nevertheless, section 2.3 covers
continuous-variable KD distributions, as needed for our review of wavefunction measurements (section 5).
Section 9 introduces further properties of the KD distribution.

2.1. Quasi-probability representations of quantummechanics
Here, we briefly overview quasi-probability representations of quantum mechanics. (See [37] and references
therein for an extensive discussion.) Then, we define the KD representation of quantum mechanics and the
KD quasi-probability distribution. Less mathematically inclined readers may skip to the next subsection.

To introduce quasi-probability representations of quantum mechanics, we must first provide some
definitions. Denote byH a d-dimensional Hilbert space, by ρ̂ an arbitrary density operator defined onH and
by Ĉ an arbitrary linear operator defined onH. Additionally, let us choose a set Λ. What Λ consists of
depends on the specific quasi-probability representation, as illustrated across this review. Examples include
tuples of incompatible observables’ eigenvalues (section 2.2), hidden variables (section 8.3) and
position–momentum phase space (section 2.3 and [4]). (For notational simplicity, we assume Λ to be finite
from now on.) We associate to each density operator ρ̂ a complex-valued function λ→ Qλ(ρ̂) on Λ, and to
each linear operator Ĉ a function λ→ Tλ(Ĉ) on Λ, such that

Tr
(
Ĉ†ρ̂
)
=
∑
λ

T∗
λ

(
Ĉ
)
Qλ (ρ̂) . (1)

The function Q(ρ̂) : λ→ Qλ(ρ̂) is a quasi-probability distribution (or quasi-probability density) for ρ̂, and
T(Ĉ) : λ→ Tλ(Ĉ) a symbol for Ĉ. Together, the maps ρ̂→ Q(ρ̂) and Ĉ→ T(Ĉ) form a quasi-probability
representation of quantum mechanics onH.

Depending on the physical setup, quasi-probability representations may obey extra requirements. One
typically assumes that ρ̂→ Q(ρ̂) is convex-linear and that Ĉ→ T(Ĉ) is linear. Additionally, the identity
operator’s symbol is often a constant, equal to one, in λ:

Tλ
(
1̂
)
= 1, ∀λ ∈ Λ. (2)

This equality, with equation (1), implies the quasiprobability distribution’s normalisation:

Tr(ρ̂) =
∑
λ

Qλ (ρ̂) = 1, ∀ρ̂. (3)

An occasional requirement is the reality of every observable’s symbol:

Tλ
(
Ĉ†
)
= T∗

λ

(
Ĉ
)
, ∀λ ∈ Λ. (4)

Several quasi-probability distributions satisfy equation (4), as explained in [37]. KD distributions (defined
below) can be non-real. Thus, they fall outside the framework in [37], which concerns real-valued
quasi-probabilities. Nevertheless, much of the framework in [37] can be straightforwardly extended to
encompass also complex-valued quasi-probability distributions.

Equation (1) forms the quasi-probability representation’s central ingredient. Using it, one can calculate
quantum expectation values by calculating averages of random variables T(Ĉ) with respect to complex
quasi-probability measures Q(ρ̂). Thus, the quasi-probability distribution’s role in expectation-value
calculations parallels a positive probability measure’s role in classical mechanics. Here, however, the measures
need not be positive; whence the terminology ‘quasi-probability’. Moreover, quasi-probability
representations can be straightforwardly enriched to represent operations and evolutions [38, 39].

We now define a quantum state’s KD distribution and show how it fits into the above-outlined
framework. We consider two orthonormal bases inH: {|ai 〉} and {|bj〉}, wherein i, j = 1, . . .d. Without loss
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of generality, we can view {|ai 〉} and {|bj〉} as eigenbases of Hermitian observables Â and B̂. For now, we
assume that these observables are non-degenerate. They, and the identity operator, eigendecompose as

Â=
∑
i

ai |ai 〉〈ai |, B̂=
∑
j

bj |bj〉〈bj| and 1̂=
∑
i

|ai 〉〈ai |=
∑
j

|bj〉〈bj|. (5)

We write discrete sums here for simplicity. However, one can generalise the equations to continuous bases
and/or infinite-dimensional Hilbert spaces: one replaces the summations with integrals over an appropriate
measure (see section 2.3). We will suppose that 〈ai|bj〉 6= 0 for all i, j. One can then express an arbitrary
operator Ĉ in terms of both bases:

Ĉ=

(∑
i

|ai ⟩⟨ai |

)
Ĉ

∑
j

|bj⟩⟨bj|

=
∑
i,j

⟨ai |Ĉ|bj⟩ |ai ⟩⟨bj|=
∑
i,j

⟨bj|ai⟩⟨ai |Ĉ|bj⟩
|ai ⟩⟨bj|
⟨bj|ai⟩

≡
∑
i,j

C(ai,bj) Ĝai,bj . (6)

The coefficients C(ai,bj) and normalised outer products Ĝai,bj are

C
(
ai,bj

)
≡ 〈bj|ai〉〈ai |Ĉ|bj〉 and Ĝai,bj ≡

|ai 〉〈bj|
〈bj|ai〉

. (7)

The set {Ĝai,bj | 1⩽ i, j⩽ d} forms a basis for the space of linear operators defined onH. However, the Ĝai,bj

are generally not orthogonal projectors or self-adjoint. Nevertheless, {Ĝai,bj} forms an orthogonal basis for
the space of operators defined onH, with respect to the Hilbert-Schmidt inner product. In terms of this
basis, Ĉ has the component representation C(ai,bj).

Suppose that the operator Ĉ is a quantum state ρ̂. The components C(ai,bj) form the standard KD
quasi-probability distribution of ρ̂. We denote it by Q(ρ̂):

Qai,bj (ρ̂)≡ 〈bj|ai 〉〈ai |ρ̂|bj〉. (8)

The KD symbol of an arbitrary linear operator Ĉ is

Tai,bj

(
Ĉ
)
≡

〈ai|Ĉ|bj〉
〈ai|bj〉

. (9)

If Ĉ is an observable, the Tai,bj(Ĉ) are weak values (see section 4). Using equations (8) and (9), one can verify

equation (1): Tr(Ĉ†ρ̂) =
∑

ai,bj
Tai,bj(Ĉ)

∗Qai,bj(ρ̂). Consequently, (Q,T) forms a quasi-probability

representation of quantum mechanics over the set Λ = {(ai,bj) | 1⩽ i, j⩽ d}. We call this representation the
standard KD representation, which depends on Â and B̂. This representation satisfies equations (2) and (3)
but not equation (4).

We now detail further the structure of the standard KD representation of quantummechanics. Define the
projector Π̂ai = |ai 〉〈ai | and the projector product F̂ai,bj = Π̂aiΠ̂bj . The set {F̂ai,bj} forms an orthogonal basis

for the space of operators defined onH: Tr(F̂†ai′ ,bj′ F̂ai,bj) = |〈ai|bj〉|2δi,i ′δj,j ′ . This basis is a particular instance
of a frame. Dual to {F̂ai,bj} is the dual basis {Ĝai,bj}, since Tr(Ĝ

†
ai,bj

F̂ai′ ,bj′ ) = δi,i ′δj,j ′ . The dual basis’ elements

have the form Ĝai,bj = Π̂aiΠ̂bj/|〈ai|bj〉|2 . Concise expressions for Q(ρ̂) and T(Ĉ) follow:

Qai,bj (ρ̂) = Tr
(
F̂†ai,bj ρ̂

)
, and Tai,bj

(
Ĉ
)
= Tr

(
Ĝ†
ai,bj

Ĉ
)
. (10)

Now, we can express states ρ̂ in terms of quasi-probabilities Q(ρ̂) and observables Ĉ in terms of symbols
T(Ĉ). The corresponding reconstruction formulae are

ρ̂=
∑

Qai,bj (ρ̂) Ĝai,bj , and Ĉ=
∑
ai,bj

Tai,bj

(
Ĉ
)
F̂ai,bj . (11)

Ferrie [37] details the construction of quasi-probability representations using frames and their duals. In no
quasi-probability representation are all Q(ρ̂) positive measures and all Tai,bj(Ĉ)⩾ 0 for all i, j and all Ĉ⩾ 0.
For a more precise statement, see, e.g. theorem 4 of [37].

In [5], Dirac aimed to define a function of non-commuting observables Â and B̂. The ‘ordering problem’
of quantum mechanics motivated Dirac: The position operator x̂ and momentum operator p̂ do not
commute. Therefore, how can one associate an operator F̂(x̂, p̂) to a function f(x,p) of the classical position x
and momentum p? That is, how does one ‘quantise’ functions of classical observables? If f is a polynomial,

5
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one can, e.g. left-order the variables: One would place all powers of x̂ leftward of all powers of p̂. An
alternative is right-ordering. Wigner proposed a symmetric ordering, embodied in the Wigner function [4].
Dirac introduced left-ordering and right-ordering of general non-commuting operators Â and B̂. We can
rephrase Dirac’s proposal as follows. Consider non-commuting observables Â and B̂, as well as a function
h(ai,bj) of the eigenvalue pairs (ai,bj) ∈ R2. Define the operator ĥ(Â, B̂) as

ĥ
(
Â, B̂

)
≡
∑
ai,bj

h
(
ai,bj

)
F̂ai,bj . (12)

This definition resembles the second equation in equations (11). In Dirac’s language, every operator Ĉ is a
function ĥ(Â, B̂) of Â and B̂. The symbol T(Ĉ) plays the role of h:

Ĉ= ĥ
(
Â, B̂

)
, wherein h

(
ai,bj

)
= Tai,bj

(
Ĉ
)
. (13)

When h(ai,bj) = f(ai)g(bj), ĥ(Â, B̂) = f̂(Â)ĝ(B̂). In other words, Dirac’s prescription amounts to an ordering
‘Â to the left of B̂’. One can order the operators oppositely instead: one replaces F̂ai,bj by its adjoint,

F̂†ai,bj = Π̂bjΠ̂ai .

2.2. The standard KD distribution
The previous subsection introduced the standard KD distribution Q(ρ̂) for a quantum state ρ̂ with respect to
bases {|ai 〉} and {|bj〉}. We can cast this distribution as a d× d-dimensional matrix with entries

Qi,j (ρ̂)≡ 〈bj|ai 〉〈ai |ρ̂|bj〉. (14)

In the left-hand side, we have replaced ai with i, and bj with j, for notational simplicity. Equation (14) does
not depend upon whether {|ai 〉} and {|bj〉} are discrete or continuous. As mentioned above, this review
focuses on finite dimensions; the continuous KD distribution is introduced in section 2.3 and used only in
section 5. Suppose that 〈bj|ai〉 6= 0 for all i, j. By the reconstruction formulae equations (11), Q(ρ̂) enables an
informationally complete description of ρ̂:

ρ̂=
∑
i,j

Ĝai,bjQi,j (ρ̂) . (15)

As explained above, {Ĝai,bj}= {|ai 〉〈bj|/〈bj|ai〉} forms a basis. Now, suppose that some 〈bj|ai〉= 0. The KD
distribution can still convey useful, albeit partial, information about ρ̂. Examples surface in weak-value
experiments (section 4), where one need not necessarily apply an entire KD distribution.

The KD distribution satisfies several of Kolmogorov’s axioms [13] for joint probability distributions:∑
i,j

Qi,j (ρ̂) = 1,
∑
j

Qi,j (ρ̂) = 〈ai |ρ̂|ai 〉 and
∑
i

Qi,j (ρ̂) = 〈bj|ρ̂|bj〉. (16)

Nevertheless, Q(ρ̂) is not a joint probability distribution: Although |Qi,j (ρ̂) | ∈ [0,1], Qi,j (ρ̂) can assume
negative or non-real values. Still, the marginals of Q(ρ̂) are probability distributions. Also, they reproduce
the Born-rule probabilities associated to Â and B̂. This simple reproduction is not a requirement for
quasi-probability representations generally, but a special and important feature of the KD distributions. The
Wigner function, too, reproduces the Born-rule probabilities via marginalisation [4]. To reproduce the
probabilities with the Husimi function or Glauber-Sudarshan distribution, one must undertake a more
extended calculation [17–19]. Furthermore, the KD representation of quantum mechanics does not obey
equation (4). Consequently, self-adjoint operators do not necessarily have real KD symbols.

The negative and non-real values of Qi,j(ρ̂) are sometimes called ‘non-classical’. What is considered
non-classical differs from setting to setting (and author to author). Therefore, we refer to negative or
non-real values simply as non-positive. We call Q(ρ̂) positive if all its entries are positive or zero. The most
common measure of KD non-positivity is [40]

N (Q(ρ̂)) =
∑
i,j

∣∣Qi,j (ρ̂)
∣∣ . (17)

N (Q(ρ̂))= 1 if, and only if, the KD distribution is a classical joint probability distribution. Section 9
outlines further properties ofN (Q(ρ̂)).

6
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2.3. Continuous-variable KD distribution
Throughout this article, we denote discrete-variable projectors by Π̂ and continuous-variable projectors by
π̂. We denote by P(a) a probability distribution over a discrete variable a and by P(x) a probability density
over a continuous variable x. For continuous-variable quantum states, the KD distribution is typically
constructed in terms of the phase space’s canonical conjugate observables: position,

x̂=

ˆ
x π̂xdx≡

ˆ
x|x〉〈x|dx, (18)

and momentum,

p̂=

ˆ
pπ̂pdp≡

ˆ
p|p〉〈p|dp. (19)

The operators satisfy [x̂, p̂] = ih̄1̂. The corresponding basis elements of equation (7) (with Â= x̂ and B̂= p̂)
have the form

Ĝ(x,p) =
|x〉〈p|
〈p|x〉

=
√
2πh̄ eipx/h̄ |x〉〈p|= 2πh̄ π̂xπ̂p . (20)

In terms of them, we can expand the density operator:

ρ̂=

¨
Q(x,p; ρ̂) Ĝ(x,p) dxdp. (21)

Q(x,p; ρ̂) denotes the continuous-variable KD distribution:

Q(x,p; ρ̂)≡ 〈p|x〉〈x|ρ̂|p〉= Tr
(
π̂pπ̂xρ̂

)
. (22)

We interpret this formula in section 5. As for discrete KD distributions, any marginalisation (an integration
over momentum or position) completes the Fourier transform. The position probability density,
P(x) = Tr(π̂xρ̂), or the momentum probability density, P(p) = Tr

(
π̂pρ̂
)
, results.

Consequently, a pure state |ψ 〉 has a KD distribution of the form

Q(x,p;ψ)≡ 〈p|x〉〈x|ψ 〉〈ψ|p〉= e−ipx/h̄

√
2πh̄

ψ (x) ψ̃∗ (p) . (23)

Q(x,p;ψ)≡ 〈p|x〉〈x|ψ 〉〈ψ|p〉 combines the position wavefunction ψ(x) = 〈x|ψ 〉 and the momentum
wavefunction ψ̃(p) = 〈p|ψ 〉 with the Fourier kernel that connects the two bases. In summary, despite subtle
differences, the continuous KD distribution straightforwardly extends the discrete KD distribution.

We can now specify how to quantise functions of non-commuting observables. Equation (12) becomes

ĥ(x̂, p̂) =

ˆ
h(x,p) π̂xπ̂p dx dp. (24)

Equation (24) constitutes a (Kohn Nirenberg) quantisation [41] in which a polynomial in p, with
x-dependent coefficients, is transformed into a differential operator. Interchanging the π̂x and π̂p yields the
opposite ordering.

2.4. Quasi-probabilistic Bayesian update
In classical statistics, Bayes’ theorem dictates how one updates a joint probability distribution upon acquiring
new information. The KD distribution obeys a quasi-probabilistic version of Bayes’ theorem [42–45]. This
version updates the distribution when one learns a restriction on i or j. We define the conditional
quasi-probabilities Q̃i|j(ρ̂) and Q̃j|i(ρ̂) by

Q̃i|j (ρ̂)≡
Qi,j (ρ̂)

P
(
bj|ρ̂
) and Q̃j|i (ρ̂)≡

Qi,j (ρ̂)

P(ai|ρ̂)
. (25)

We interpret Q̃i|j⋆ (ρ̂) as the KD distribution Qi,j (ρ̂) conditioned on j = j⋆. We have defined P(bj|ρ̂) =∑
i Qi,j (ρ̂) = 〈bj|ρ̂|bj〉 as the probability of obtaining the outcome bj upon measuring the state ρ̂ in the {|bj〉}

basis. We have defined P(ai|ρ̂) analogously. If Q(ρ̂) is positive, then |Q̃i|j(ρ̂)| ∈ [0,1] for all i, j, as expected
from classical probability theory. However, a KD distribution can assume negative values. Therefore, the
denominator in equation (25) can have a lesser magnitude than the numerator. Consequently,
|Q̃i|j(ρ̂)| ∈ [0,∞), in general. As we review below, such anomalous Bayesian updates explain several
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non-classical advantages in quantum-information processing. Moreover, the conditional-KD-distribution
formulae suffice for reformulating a quantum evolution as a quasi-probability update for classical
(eigen)values [44, 46]. Bayesian evolution of the KD distribution was experimentally demonstrated via direct
measurement [47], a method described in section 5.

More generally, one can condition Qi,j (ρ̂) such that j assumes a value from a subset F [48, 49]:

Q̃i,j|j∈F (ρ̂) =
Qi,j (ρ̂)∑

i′
∑

j′∈FQi′,j ′ (ρ̂)
, (26)

if j is in F . Otherwise, Q̃i,j|j∈F (ρ̂) = 0. The denominator is the probability that, if ρ̂ is prepared and {|bj〉} is
measured, the outcome j will be in F .

2.5. Generalisations of the KD distribution
The distribution in equation (14) is, from a fundamental perspective, the most studied and mathematically
understood KD distribution. Nevertheless, generalisations of the standard KD distribution have been used
frequently in applications. The first generalisation [5, 24] allows one to decompose a quantum state with
respect to more than two sets of measurement operators. The second generalisation [32, 45, 50] allows for
these sets to be not only rank-1 projectors, but general positive-operator-valued measures.

Consider k non-degenerate observables Â(l) =
∑d

il=1 a
(l)
il
|a(l)il 〉〈a

(l)
il
|, where l= 1,2, . . . ,k. We denote the

corresponding eigenbases by {|a(l)il 〉}. The k-extended KD distribution [45] is

Qi1,...,ik (ρ̂) = 〈a(k)ik
|a(k−1)

ik−1
〉〈a(k−1)

ik−1
|a(k−2)

ik−2
〉 · · · 〈a(1)i1

|ρ̂|a(k)ik
〉. (27)

Equation (27) shows that, to write an extended KD distribution, we must choose how to order the
observables. The physical problem of interest should determine the ordering. For examples, see the extended
KD distributions constructed in section 3.3 (equation (38)) and section 7 (equation (70)).

The second generalisation of the KD distribution involves measurement operators that are not
necessarily rank-1 projectors, but form general positive-operator-valued measures. A
positive-operator-valued measure is a set {M̂i } of positive-semidefinite operators M̂i ⩾ 0 that are
normalised:

∑
i M̂i = 1̂ [51]. Positive-operator-valued measures represent arbitrary quantum

measurements, not only projective measurements. In terms of k positive-operator-valued measures

M(l) = {M̂(l)
il
}, where l= 1,2, . . . ,k, the measurement-generalised KD distribution is

Qi1,...,ik (ρ̂) = Tr
(
M̂(k)

ik
M̂(k−1)

ik−1
· · ·M̂(1)

i1
ρ̂
)
. (28)

Equation (28) shows the most general form of a KD distribution (yet defined). The extended and
measurement-generalised KD distributions satisfy trivially extended versions of the properties
listed in equations (16) and (25). The non-positivity of {Qi1,...,ik(ρ̂)} is often quantified by
N (Q(ρ̂))=

∑
i1,...,ik

|Qi1,...,ik(ρ̂)|, as outlined in section 9.3. In this review, we denote by Q(ρ̂) standard,
extended and measurement-generalised KD distributions. The context and the number of indices will specify
a distribution further.

2.6. Optimisation with the KD distribution
A common use of the KD distribution is the evaluation and optimisation of operational formulae. Consider
some physical formula F(ρ̂) of interest. One might recast it in terms of a KD distribution: F̃(Q(ρ̂)). If so, one
can optimise F̃(Q(ρ̂)) with respect to a classical probability distribution or a general KD distribution:

Fp≡ opt
Qi,j∈[0,1]

{
F̃(Q)

}
, or Fnp≡opt

Q(ρ̂)

{
F̃(Q(ρ̂))

}
, (29)

The opt could entail a maximisation, a minimisation or some other optimisation procedure. If Fnp differs
from Fp, then non-commutation (in the form of KD non-positivity) can break the bound on the value
achievable in scenarios describable with classical probability distributions. Moreover, the optimised KD
distribution,

Q⋆ (ρ̂) = arg opt
Q(ρ̂)

{
F̃(Q(ρ̂))

}
, (30)

guides the construction of an optimal experiment. In the next sections, we will see several examples.
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Figure 1. Standard quantum metrology. The goal is to use a quantum system as a probe to learn an unknown parameter of a
unitary. Initially, the probe state is |Ψ0⟩. The probe undergoes a unitary Û(θ), which encodes the unknown parameter θ in the
probe state: |Ψ0⟩ → |Ψθ⟩= Û(θ)|Ψ0⟩. Measuring the state in a suitable basis yields information about θ.

3. The KD distribution and quantummetrology

Metrology is the science of measuring or estimating unknown physical parameters. When one estimates
parameters that characterise quantum processes, it is natural to use quantum systems as probes.
Measurements of unknown parameters, using quantum systems, fall under the domain of quantum
metrology. In quantum metrology, non-classical phenomena, such as coherence, entanglement and
non-commutation, can boost estimation abilities beyond classical bounds [48, 52–60]. Below, we review how
non-real entries in KD distributions play a fundamental role in quantum metrology. We also show that one
can break classical bounds on metrological quantum-information distillation only in the presence of KD
non-positivity [48]. For simplicity, we focus on pure states, Stone’s-encoded unitaries (explained below) and
single-parameter metrology. However, generalisations extend the results beyond these restrictions [49, 50,
61]. Further applications lie beyond the scope of this review: for example, KD negativity can quantify
resources in interaction-free measurements [62].

3.1. Measurement disturbance
Before we review the KD distribution’s connection to quantum metrology, we describe how imaginary KD
quasi-probabilities encode the disturbance of a quantum state. Let θ denote a real parameter that we wish to
measure. Suppose that a unitary Û(θ) obeys Stone’s theorem [63]: Û(θ) = e−i Âθ, wherein Â=

∑
i ai |ai 〉〈ai |

denotes a Hermitian generator. We assume that the eigenvalues ai are non-degenerate. Consider evolving a
state |Ψ0〉 under Û(θ) to the output state |Ψθ〉= Û(θ)|Ψ0〉. Finally, consider measuring some basis {|fj〉}.
(See figure 1.) This process yields a probability distribution {P( fj|Ψθ) = |〈fj|Ψθ〉|2}.

A natural question to ask is how much do changes in θ disturb the measurement-outcome probabilities? The
question invites us to differentiate:

∂θP
(
fj|Ψθ

)
= ∂θ|〈fj|Ψθ〉|2

=−i〈fj|Â|Ψθ〉〈Ψθ|fj〉+ i〈fj|Ψθ〉〈Ψθ|Â|fj〉

= 2Im
(
〈fj|Â|Ψθ〉〈Ψθ|fj〉

)
=
∑
i

2ai Im
(
〈fj|Ψθ〉〈Ψθ|ai 〉〈ai |fj〉

)
=
∑
i

2ai Im
(
Qi,j (Ψθ)

)
. (31)

We have defined the KD quasi-probability Qi,j(Ψθ)≡ 〈fj|Ψθ〉〈Ψθ|ai 〉〈ai|fj〉. A generator’s ability to disturb a
quantum state is related to a KD distribution’s imaginary part. For further results on this topic, see [64]. This
reference describes how imaginary weak values (which stem from imaginary KD distributions, as outlined in
section 4) signal a von Neumann measurement’s disturbance of a quantum state. Moreover, [65, 66] discuss
connections between the imaginary part of a KD distribution and a quantum state’s asymmetry.

3.2. Standard quantummetrology

Again, we consider a unitary evolution Û(θ) = e−i Âθ, where θ is now an unknown parameter. To estimate θ,
one can prepare a probe state |Ψ0〉, evolve it under Û(θ) and measure the final state, |Ψθ〉= Û(θ)|Ψ0〉.
Again, the measurements are of some basis {|fj〉}. Repeating this process across many trials provides
metrologically useful statistics (see figure 1). The measurement outcomes obey a probability distribution
{P( fj|Ψθ) = |〈fj|Ψθ〉|2}.

Sampling from this distribution, one observes the probabilities {Po( fj|Ψθ)}. An estimator θe is a function
that maps the sample space (the set of possible outcomes that may be outputted during the experiment) to a
sample estimate (the θ estimate inferred from the observations). In other words, given observed data, one
can construct an estimate θe({Po( fj|Ψθ)}) of the unknown parameter θ.
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Figure 2. Post-selected quantum metrology. The goal is to distil the metrological information from many quantum systems into a
few. Information about an unknown parameter θ is encoded in quantum states, as in figure 1. The information-carrying states
then undergo a two-outcome positive-operator-valued measure {F̂1 ≡ F̂, F̂2 ≡ 1̂− F̂}, which acts as a filter. Probes that pass the
post-selection, yielding the F̂1 outcome, are retained (post-selected). Probes that do not are discarded. If F̂ is chosen appropriately,
the quantum Fisher information of a post-selected state |ΨPS

θ ⟩ can be significantly higher than that of |Ψθ⟩. The post-selection
probability ensures that, on average, the post-selective filter creates no information. Moreover, consider operating on n states with
the post-selective filter, and suppose thatm states pass the post-selection. In certain cases, the amount of information retained in
the post-selected states can nearly equal the total amount of information available initially [49].

The precision of any unbiased estimator, classical or quantum, is lower-bounded by the Cramér–Rao
inequality:

Var(θe)⩾
1

NI(θ)
. (32)

N denotes the number of samples (measurements) drawn from the probability distribution, and I(θ) denotes
the Fisher information [67, 68]. The Fisher information of a probability distribution {P( fj|Ψθ)} is

I(θ) =
∑
j

[
∂θP

(
fj|Ψθ

)]2
P
(
fj|Ψθ

) . (33)

Inequality (32) saturates for large N and reasonable estimators. Thus, one can improve an estimate in two
ways. First, one can increase the number N of measurements. Second, one can choose the initial state |Ψ0〉
and the final-measurement basis {|fj〉} such that the Fisher information is large.

For any metrological estimation to be possible, the Fisher information about θ, obtained from measuring
|Ψθ〉, must be non-zero. Such a non-zero Fisher information is directly connected to the KD distribution. In
equation (33), the numerator is the square of the derivative of the outcome probability (31). Since

Q̃i|j (Ψθ)≡
Qi,j(Ψθ)

P( fj|Ψθ)
(equation (25)), we can re-express equation (33) as

I(θ) = 4
∑
j

[∑
i ai Im

(
Qi,j (Ψθ)

)]2
P
(
fj|Ψθ

) = 4
∑
j

P
(
fj|Ψθ

)[∑
i

ai Im
(
Q̃i|j (Ψθ)

)]2
. (34)

Thus, a non-zero Fisher information (obtained by measuring |Ψθ〉) requires non-real components in a
conditional KD distribution Q̃i|j (Ψθ). Consequently, {|fj〉} cannot equal {|ai 〉}, if an experiment is to extract
information about θ: Such equality would lead to a positive KD distribution. In other words, if the
measurement basis equals the basis of Â, then the final probabilities are unchanged by the unitary evolution
and hence do not depend on θ.

Hofmann [69] discusses further links among the Fisher information, KD distributions and weak values.

3.3. Post-selected quantummetrology
In some quantum experiments, probe systems are more easily prepared than measured. This is the case, for
example, in many optics experiments, where heralded single photons can be created significantly faster than
they can be measured [50, 70]. The difficulty in measuring single photons stems from particle detectors’
saturation-intensity limit, or dead time: after a detector detects a particle, it experiences a time lag (dead
time) until it can detect another particle. Moreover, there is a maximum energy intensity under which a
detector can operate (the saturation intensity). In metrology experiments where probes can be prepared
more ‘cheaply’ than they can be measured, it can be advantageous to distil the quantum information from
many particles into a few, prior to measurement [48–50, 61, 71–74]. Ideally, all the information from a
high-intensity beam of probes would be distilled into a weak beam, without the loss of any information. This
feat was recently shown to be possible, with KD negativity being the enabler [49, 61].

Consider altering the general protocol outlined in figure 1. Between the unitary and the measurement, we
insert a post-selective filter. The filter discards or retains an experimental trial, depending on a
positive-operator-valued measure’s outcome (figure 2). The measure has the form
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F = {F̂1 ≡ F̂, F̂2 ≡ 1̂− F̂}. Only if the filter yields the F̂ outcome is the probe sent to the final detector.
Otherwise, the probe is discarded. After the post-selection, the (renormalised) quantum state is

|ΨPS
θ 〉= 1√

pPSθ

K̂|Ψθ〉. (35)

pPSθ = 〈Ψθ|F̂|Ψθ〉 denotes the post-selection probability (the probe’s probability of passing the filter). We
have introduced a Kraus operator K̂ such that F̂= K̂†K̂.

Consider any parameterised quantum state ρ̂θ. The maximum amount of Fisher information one can
extract from it (by making the optimal final measurement) is the quantum Fisher information:

IQ (ρ̂θ) = Tr
(
Γ̂2
ρ̂θ
ρ̂θ

)
=max

meas.
{I(θ|ρ̂θ)} . (36)

Γ̂ρ̂θ is the symmetric logarithmic derivative, implicitly defined through ∂θρ̂θ = (Γ̂ρ̂θ ρ̂θ + ρ̂θΓ̂ρ̂θ )/2 [52, 53].
The quantum Fisher information for |ΨPS

θ 〉 is

IQ
(
ΨPS
θ

)
= 4

(
1

pPSθ
〈Ψθ|ÂF̂Â|Ψθ〉−

1(
pPSθ
)2 ∣∣∣〈Ψθ|ÂF̂|Ψθ〉∣∣∣2

)
. (37)

The post-selected quantum Fisher information (equation (37)) can be recast in terms of an extended KD
distribution. To this end, we define the 2-extended KD distribution

Qi,j,k (Ψθ)≡ 〈Ψθ|ai 〉〈ai |F̂k|aj〉〈aj|Ψθ〉. (38)

The i and j indices label two instances of the eigenbasis of the generator Â. The k index labels the elements of
the post-selective positive-operator-valued measure. To fully incorporate the post-selection into the KD
distribution, we implement a quasi-probabilistic Bayesian update (see section 2.4):

Q̃PS
i,j (Ψθ) =

Qi,j,k=1 (Ψθ)∑
i,jQi,j,k=1 (Ψθ)

= 〈Ψθ|ai 〉〈ai |F̂|aj〉〈aj|Ψθ〉/pPSθ . (39)

Equipped with the extended KD distribution Q̃PS
i,j (Ψθ), we can rewrite equation (37):

IQ
(
ΨPS
θ

)
= 4

∑
i,j

ai ajQ̃
PS
i,j (Ψθ)−

∣∣∣∣∑
i,j

ai Q̃
PS
i,j (Ψθ)

∣∣∣∣2
 . (40)

IQ
(
ΨPS
θ

)
is (four times) an element of a quasi-probabilistic covariance matrix [49]. If Q̃PS(Ψθ) is a classical

probability distribution, then IQ
(
ΨPS
θ

)
is upper-bounded by four times the maximum variance, in any state,

of Â:

max
Q̃i,j∈[0,1]

IQ
(
ΨPS
θ

)
⩽ 4max

ρ̂

{
Varρ̂

(
Â
)}

= (∆a)2 . (41)

∆a denotes the spectral gap of Â.
On the other hand, if Q̃PS(Ψθ) contains negative elements, IQ

(
ΨPS
θ

)
can be arbitrarily large. There is no

fundamental bound on how much Fisher information can be distilled from many quantum states into a few,
if the probability of obtaining information-dense states is correspondingly small. Moreover, [49, 61] show
that this distillation can be approximately lossless, such that IQ

(
ΨPS
θ

)
× pPSθ ≈ IQ (Ψθ). In summary, the

quantum Fisher information about θ, encoded in |Ψθ〉⊗n, can be losslessly compressed into |ΨPS
θ 〉⊗m, where

m/n can be made arbitrarily small. In practice, systematic errors in the post-selective filter prevent
unbounded information distillation [61]. These results can be extended to multiparameter metrology, where
θ→ (θ1,θ2, . . . ,θM), and to mixed states [49, 61].

The exact relation between the KD non-positivity (equation (17)) and information distillation has not
been mapped out. Nevertheless, [75] derives the relation in the context of optimal post-selected metrology,
which we now outline. Consider preparing a quantum system in the optimal state for probing a unitary Û(θ)
parameterised by an unknown θ. Assume that the post-selection filter is optimal. The rate of
Fisher-information distillation is directly proportional to the KD non-positivity (equation (17)):
IQ
(
ΨPS
θ

)
∝N (Q̃PS(Ψθ)).

11



New J. Phys. 26 (2024) 121201 D R M Arvidsson-Shukur et al

Figure 3. Post-selected quantum metrology in optics experiment. The figure is reproduced from data collected during an optical
realisation [50] of figure 2. On the horizontal axis is |t|2—the filter’s post-selection probability, modulo small correction terms.
The vertical axis shows the Fisher information, per measured photon, about an unknown birefringent phase θ. If no filtering is
applied (if |t|2 = 1), the maximum Fisher information (for any input state and final measurement) is 1 rad−2 per photon. As the
filtering strengthens (as |t|2 → 0), the retained photons’ information content increases. The solid line shows theoretical
predictions, the circles show experimental data points, and the stars show the underlying KD distribution’s non-positivity
(equation (17)). The stars and circles are hard to distinguish because of their overlaps. The true value of θ is 0.025π rad.

Post-selected quantum metrology has been realised experimentally. Examples of such realisations include
weak-value-amplification experiments [76, 77], which we describe in section 4.3, and experiments with
partially post-selected filters. In a recent proof-of-principle demonstration [50], Lupu–Gladstein et al used a
partially post-selective filter to improve the single-photon measurement of a wave plate’s birefringent phase.
They increased the Fisher information per measured photon by over two orders of magnitude. Thus, the
single-photon detectors could measure a low-intensity beam of single photons (a beam below the detector’s
saturation threshold), whilst garnering Fisher information at a high rate. Figure 3 shows data from their
experiment.

4. Weak values

Several quantum-mechanical concepts involve post-selection. One of the earliest, and the most famous,
example concerns weak values [71, 78–80]. The weak value has the form of an average of an observable,
conditioned on a pre-selected initial state and a post-selected final state. Weak values are related to several
concepts in the foundations of quantum mechanics (see, e.g. section 8.3.2). Below, we define the weak value
and describe a protocol for measuring it (section 4.1). Then, we outline its close relation to the KD
distribution (section 4.2). Finally, we describe how weak-value-measurement experiments can boost the SNR
in metrological estimation of small unknown parameters (section 4.3).

4.1. Definition
We first review the theory of weak values [71, 78–80], from the perspective of von Neumann’s measurement
model [81]. Consider a meter that interacts with a system of interest. For simplicity, we assume that the
meter interacts impulsively with the system via a unitary generated by the Hamiltonian Hint = gδ(t) p̂⊗ Â. p̂
denotes the meter’s momentum, and Â=

∑
i ai |ai 〉〈ai | is an arbitrary Hermitian system operator. The

parameter g denotes the interaction strength, which controls the measurement strength. The system–meter
interaction results in an entangling unitary,

ÛSM = e−i gp̂Â. (42)

We define the initial system and meter state to be |ψi〉|ϕ〉. We take the weak measurement limit, assuming
that g is much less than the meter state’s width (in position space). We will express the meter state in terms of
the position basis {|xm〉}. After the interaction, the joint system-meter state assumes the form

ˆ
dxm|xm〉〈xm|ÛSM|ψi,ϕ〉=

∑
i

ci

ˆ
dxmϕ(xm − gai) |ai 〉|xm〉, (43)
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where ϕ(xm − gai) = 〈xm − gai |ϕ〉 and ci = 〈ai |ψi〉. The joint state is a superposition of system-and-meter
products. The momentum p̂ in equation (42) spatially translates the meter state by an amount dependent on
the system state. The meter’s position-basis wavefunction, ϕ(xm − gai), encodes a shift by an amount gai
dependent on the system state. ϕ has a width much larger than the shifts gai in this weak-measurement
regime. The opposite regime involves a narrow ϕ: The meter state shifts by an amount large compared to the
width. In this regime, textbook projective measurement occurs: By measuring the meter, one can
discriminate system states unambiguously.

After the weak interaction, the system is post-selected. The weak value is defined as the average shift
undergone by the meter during the post-selection. Assume that the meter’s initial wavefunction, relative to

the position basis, is Gaussian: ϕ(x)∝ e−
x2m
2σ2 . [Although we illustrate with a Gaussian example, the following

derivation holds for many forms of ϕ(x).] We model the system’s post-selection as an arbitrary projective
measurement, Π̂ψf = |ψf〉〈ψf|. The conditional meter state ϕPS has the form

ϕPS (xm|ψf) = 〈ψf|〈xm|e−i gp̂Â|ψi〉|ϕ〉

≈ 〈ψf|〈xm|
(
1̂− i gp̂Â

)
|ψi〉|ϕ〉 (44)

= 〈ψf|ψi〉ϕ(xm)− i g〈ψf|Â|ψi〉〈xm|p̂|ϕ〉

≈ 〈ψf|ψi〉〈xm|e−i gp̂Aw |ϕ〉
= 〈ψf|ψi〉ϕ(xm − gAw) . (45)

In line (44), we have Taylor-expanded to first order in g. In line (45), we have factored out the quantity
〈ψf|ψi〉 and re-approximated the linear-order Taylor expansion as an exponential function. The weak value
of the operator Â is defined as

Aw =
〈ψf|Â|ψi〉
〈ψf|ψi〉

. (46)

Under the approximations above, the meter’s position-basis wavefunction remains Gaussian after the
post-selected weak measurement. Thus, the meter’s state undergoes an update

ϕ(xm)∝ e−
x2m
2σ2 → ϕPS (xm|ψf)∝ e

−(xm−Aw)2

2σ2 ∝ e−
[xm−gRe(Aw)]2

2σ2 ei
xmgIm(Aw)

σ2 +O
(
g2
)
. (47)

One recognises, in the right-hand side, a position shift of gRe(Aw) and momentum shift gIm(Aw)/σ
2

applied to the original wavefunction. Figure 4 provides a schematic overview of a weak-value experiment.
The weak value (equation (46)) is defined in terms of a ‘pre-selected’ initial state |ψi〉 and a

‘post-selected’ final state 〈ψf|. To facilitate the interpretation of the weak value, we let the post-selected-on
state |ψf〉= |bj⋆〉 be one state in the basis {|bj〉} of an observable B̂. The weak value can be rewritten as

Aw

(
ψi,bj⋆

)
=

〈bj⋆ |Â|ψi〉
〈bj⋆ |ψi〉

=
〈ψi|bj⋆〉〈bj⋆ |Â|ψi〉

|〈bj⋆ |ψi〉|2
. (48)

To interpret the denominator, we imagine that the system is prepared in |ψi〉, the weak interaction occurs,
and B̂ is measured. In the limit as g→ 0, we obtain outcome bj⋆ with a probability P(bj⋆ |ψi) = |〈bj⋆ |ψi〉|2. The
weak value satisfies the summation condition∑

j

P
(
bj⋆ |ψi

)
Aw

(
ψi,bj⋆

)
=
∑
j

〈ψi|bj⋆〉〈bj⋆ |Â|ψi〉= 〈ψi|Â|ψi〉. (49)

Thus, the weak value Aw(bj⋆ ,ψi) is a conditioned expectation value of Â.
Aw has several other interesting properties:

• Aw (equation (46)) is symmetric with respect to the exchange of |ψi〉 and |ψf〉, up to a complex conjugation
related to the weak value’s time-reversal symmetry.

• Aw can be a non-real number. As is apparent from equations (45) and (47), the real part of Aw shifts the
meter’s position-basis wavefunction. The imaginary part of Aw shifts the meter’s conjugate, momentum-
basis wavefunction [64]. Further properties of the imaginary part of Aw are discussed in [65, 66].

• Re(Aw) can lie outside the spectrum of Â.
• The amplitude of ϕPS(xm|ψf) is reduced by the overlap between the system’s initial and final states [82].
Post-selecting on a final state re-normalises the amplitude.

13



New J. Phys. 26 (2024) 121201 D R M Arvidsson-Shukur et al

4.2. Connection between weak values and the KD quasi-probability distribution
Whilst the above-outlined explanation of the weak value is commonly found in the literature, the connection
to the KD distribution is not obvious. To further unpack the weak value’s structure and reveal the connection
to the KD distribution, we recall the spectral expansion Â=

∑
i ai |ai 〉〈ai |. Substituting it into equation (48),

we expand the weak value to

Aw

(
ψi,bj⋆

)
=

〈bj⋆ |Â|ψi〉
〈bj⋆ |ψi〉

=
∑
i

ai
〈bj⋆ |ai 〉〈ai|ψi〉

〈bj⋆ |ψi〉
=
∑
i

ai
〈bj⋆ |ai 〉〈ai|ψi〉〈ψi|bj⋆〉

|〈bj⋆ |ψi〉|2

=
∑
i

ai
Qi,j⋆ (ψi)

P
(
bj⋆ |ψi

) =∑
i

ai Q̃i|j⋆ (ψi) . (50)

We have defined the KD distribution Qi,j(ψi)≡ 〈bj|ai 〉〈ai|ψi〉〈ψi|bj〉. Conditioning on j = j⋆ yields Q̃i|j⋆(ψi),
in accordance with equation (25). The last equality in equation (50) shows that the weak value is an average
of the Â eigenvalues with respect to a conditional quasi-probability distribution [83]. Marginalising the joint
distribution Qi,j(ψi) over i yields the post-selection probability. Furthermore, suppose that Â is a rank-1
projector: Â= |a1〉〈a1|. The weak value equals a conditional KD quasi-probability: Âw(ψi,bj⋆) = Q̃i=1|j⋆(ψi).

An intuitive operational meaning of the weak value is a conditioned average of the outcomes of weak
measurements of the observable Â. This intuition is supported by the weak value’s formal equivalence to
both a conditioned expectation value and a conditioned quasi-probabilistic average of the Â eigenvalues.
Conditioning a von Neumann measurement in the weak-coupling (small-disturbance) limit yields the KD
distribution as the joint distribution over the outcomes of the two ordered measurements performed.
Moreover, the last equality in equation (50) highlights how Aw(ψi,bj⋆) lies between the minimum and
maximum Â eigenvalue if Qi,j(ψi) is a classical probability distribution. However, if Qi,j(ψi) is non-positive,
Aw(ψi,bj⋆) can lie outside this range. In some experiments, such anomalous weak values witness the
non-classical phenomenon of contextuality (section 8.3.2). Moreover, anomalous weak values have been
used to amplify SNRs in experiments (see section 4.3).

Importantly, the connection between conditional KD quasi-probabilities and measurable weak values
allows the quasi-probabilities to be experimentally measured. Thus, despite their anomalous behaviour, KD
quasi-probabilities are empirically meaningful as testable predictions. Moreover, by equation (25), a
quantum state’s KD representation decomposes into conditional quasi-probabilities

Qi,j (ψi) = Q̃i|j (ψi)P
(
bj|ψi

)
. (51)

Consequently, to infer Qi,j(ψi) one can measure Q̃i|j(ψi) and P(bj|ψi) independently. As we saw above, we

can infer Q̃i|j(ψi) and P(bj|ψi) via a weak measurement of Â= |ai 〉〈ai |, by initialising the system in |ψi〉 and
post-selecting on |bj〉. To infer an entire KD distribution Q(ψi), one can perform a set of weak-measurement
experiments, scanning through the values of i and j. If 〈ai|bj〉 6= 0 for all i and j, then Q̃(ψi) is informationally
complete about |ψi〉 (equation (15)). This quasi-probability method for measuring quantum-state
amplitudes has allowed states to be determined and even experimentally tracked through successive
dynamical updates via Bayes’ rule [47]. Thus, the connection to measurable weak values elevates the KD
distribution from an abstract state representation to an experimentally significant and practical
representation. Section 5 contains further details about the KD distribution in relation to quantum-state
measurements.

4.3. Weak-value amplification
Perhaps the best-known application of weak values is weak-value amplification (figure 4). Consider the
weak-value experiment discussed in section 4.1. Assume that the interaction strength g is small and
unknown. Weak-value amplification improves measurements of g. The fact that the meter degree of freedom
can be shifted arbitrarily far may be viewed as an amplified response of the combined system. If the resulting
signal is re-scaled by the weak value, the parameter g can be measured precisely. This technique is now widely
used and is applied to many record-breaking metrology experiments [76, 77, 84].

Weak-value amplification falls under the above-reviewed topic of post-selected metrology (section 3.3).
However, in its simplest form, weak-value amplification is most easily understood not in terms of Fisher
information, but in terms of the SNR.

We can compare the final meter state (described in section 4.1) realised in experiments that involve
post-selection and experiments that do not. We can estimate g by measuring the meter’s position on a
detector. We assume that experimental repetitions are uncorrelated. The SNR quantifies the estimation’s
sensitivity:

14



New J. Phys. 26 (2024) 121201 D R M Arvidsson-Shukur et al

Figure 4.Weak-value amplification. In (a) and (b), the system particle is initialised in an eigenstate corresponding to the
minimum or maximum eigenvalue of Â. Initially, the meter particle is moving. The meter has a spatial degree of freedom
associated with an axis perpendicular to the motion. That degree of freedom is prepared in a state represented, relative to the
position eigenbasis, by a Gaussian. The system interacts with the meter. A screen detector then measures the meter’s position
wavefunction. The difference between the maxima in (a) and (b) can be used to estimate the coupling strength g. In (c), the
system is prepared in |ψi⟩, and ⟨ψf| is post-selected on. Only if the post-selection succeeds is the meter measured. Then, the shift
in the meter’s position can lie outside the range defined by the spectral gap of Â. We have re-normalised the position profile in (c)
by the post-selection probability.

RSNR =
√
N

|〈xm〉|√
Var(xm)

. (52)

Var(xm) = 〈x2m〉− 〈xm〉2 is the variance in the position-measurement outcomes. N� 1 denotes the number
of experimental trials.RSNR quantifies our ability to distinguish the detected signal’s mean from the
measurement noise.

We can apply these concepts to the weak-value-amplification protocol and contrast it with a
weak-value-free alternative. Let us return to the state in equation (43). Let the system be prepared in the
eigenstate associated with the maximum A eigenvalue amax = 1. Let the meter distribution, be Gaussian with
a width 〈x2m〉= σ2. The SNR has the form

RSNR
s =

√
Ng

σ
. (53)

We have defined N as the number of weak-measurement trials (figure 4). The trials begin with the same
initial system and meter states. We assume that all meter–system interactions have the same strength g, for
simplicity.

In contrast, consider the weak-value-amplification protocol. For simplicity, suppose that the weak value
is real and positive: Aw = Re(Aw)> 0. The SNR almost has the form of (53). However, we must replace g
with Awg and N with NPS, the number of trials that pass the post-selection (the meter Gaussian’s width
remains unchanged in the simplest weak-value amplification):

RSNR
wv =

√
NPSAwg

σ
. (54)

By equation (47), the meter wavefunction’s peak is shifted by an amount Awg� g, exhibiting signal
amplification. The meter’s final wave function has the same width as its initial wave function. The
post-selection’s probabilistic nature implies that the number NPS of data points, collected from N trials of the
experiment, will vary from batch of trials to batch of trials, if we run multiple batches ofN trials. We calculate
the post-selected SNR by replacing NPS with the expected number of data points, N|〈ψf|ψi〉|2 +O(g2), the
post-selection probability times the number of trials (to within a small correction). The SNR becomes

RSNR
wv =RSNR

s 〈ψf|Â|ψi〉=RSNR
s 〈ψf|Â|ψi〉. (55)

In many cases, the coefficient 〈ψf|Â|ψi〉 of proportionality can be made to lie close to 1, matching the
standard measurement’s SNR. This calculation was first published (to the best of our knowledge) in [85].

The conclusion of this calculation is that, at best, weak-value amplification achieves the standard
technique’s precision. However, something remarkable has happened: we can obtain the same precision as in
the standard case, but by performing final measurements in a tiny fraction NPS � N of the trials. This
calculation relied on an assumption: Initiating trials is easy, whereas the final measurement is a valuable
resource. Often in optics, for example, the limiting resource is not the amount of power that a laser can emit,
but the amount of power that a detector can receive. From this perspective, if we regard the number of
detected photons as the limiting resource, weak-value amplification achieves a huge advantage: Consider
matching the number of photons detected in the standard scheme to the number detected in the
weak-value-amplification scheme. We boost the SNR by a factor equal to the weak value, Aw � 1.

Additionally, weak-value amplification offers many other advantages. Some are:
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• Often, the weak-value experiment’s setup is more robust with respect to technical noise than a standard
experiment’s setup is. A simple example involves optical-beam-deflection measurements. In such meas-
urements, slight turbulence can limit the precision of the measurement of a beam-deflection angle. The
standard measurement technique focuses down an optical beam, to reduce the surface area of the exposed
transverse region of the detector. A slight beam deflection translates the beam laterally by the greatest pos-
sible amount, relative to the beam profile, giving the measurement the greatest sensitivity. The weak-value
method (in this case, relying on the weak value’s imaginary part) makes the beam profile as large as pos-
sible. In principle, both techniques offer the same shot-noise-limited precision. However, the weak-value-
amplification method vastly outperforms the standard method in the presence of turbulence [86].

• If the system suffers from systematic error, averaging over more trials does not suppress it. The reason is that
systematic error affects accuracy, not precision.Weak-value amplification can benefit also this situation [86–
90]. Consider amplifying the signal by the weak value. Dividing by the weak value, to estimate the parameter
g, can suppress the systematic error by the weak value. A simple example concerns bias offset. Suppose that
we aim to measure the origin g of a meter. Let the meter’s true origin differ from the assumed origin by a

small amount ε. Consider averaging over measurement outcomes from the set {x(i)m }. No matter howmuch
data you have, the average will deviate from the true g value by ε, which affects each measurement. Under
the weak-value-amplification scheme, however, the measured average is Awg, which has the same error, ε.
Consider dividing the measured data by Aw to estimate g. The systematic error is reduced from ε to ε/Aw �
ε, improving the accuracy. We stress that this reduction is independent of the amount of data. However, if
a systematic error obscures the to-be-measured parameter g, the weak-value-amplification method will not
help: the systematic error will be amplified along with g.

• In weak-value amplification, one post-selects the data that satisfy the post-selection criterion. Yet you need
not discard the remaining particles, which need not even be measured destructively. They can be reused in
another context [91] or recycled. Indeed, optimal experiments have realised the following outcome: Even in
the ideal case, free of technical noise, re-injecting non-post-selected photons into an optical interferometer
has improved the SNR [92–95].

5. The KD distribution and direct measurements of quantum states

We now discuss ways of measuring a quantum state’s KD distribution, focusing on direct measurement.
Means of experimentally determining quantum states has practical and foundational applications. The
problem’s history encompasses contributions by Birkhoff and von Neumann [96], Fano [97], Pauli [98] and
others. Prima facie, the quantum state seems abstract—a complex-valued amplitude distribution, of which
one could glimpse only limited features in a measurement. Not until the 1990s was quantum tomography
invented [99] and demonstrated [100]. The first studies centred on a light wave’s quantum state, but
tomography of other systems followed quickly.

The term quantum tomography is sometimes used to mean quantum-state determination. However, it is
actually a specific procedure. It involves measuring in diverse bases (of the Hilbert space directly associated
with a system) that, together, span the density-operator space. Performing these measurements on an
ensemble of identical systems, one can infer real-valued probability distributions that resemble shadows of
the complex state. From these distributions, one can reconstruct the state [101]11. A measurement that
directly outputs the KD distribution (up to a normalisation factor) removes the need for such a
reconstruction. We show that this elimination has practical and fundamental implications.

Direct measurements of quantum states are used to infer several quasi-probability distributions, not only
the KD distribution. Direct measurement comprises a wide range of measurement procedures, which can be
‘direct’ in some or all of these senses:

1. The procedure does not require a complicated mathematical reconstruction (as described just above).
2. The procedure is local: it measures the state’s quasi-probability amplitude [e.g. Qi,j(ρ̂)] at a given point in

phase space (ai,bj).
3. That amplitude’s value appears directly on a measurement apparatus.
4. The experimental procedure is simple and general. For example, one might measure Â and then B̂.

Tomography, in contrast, requires many measurements, potentially in exotic bases that are not easily
accessible experimentally.

11 The word tomography stems from tomos (slice) and graphy (writing). In medicine, two-dimensional x-ray shadows (slices), taken at
different angles, are used in the computer-aided tomographic reconstruction (a CAT scan) of a three-dimensional object—for example,
a skull.
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Direct measurement based on weak measurement has all these properties. The laws of quantum physics
(e.g. the no-cloning theorem [102]) require that, to determine an arbitrary quantum state, we must measure
an ensemble of identical systems. Thus all direct-measurement procedures involve averages over
measurement outcomes from an ensemble, similarly to quantum tomography. However, direct measurement
offer advantages over tomography.

Direct measurements of discrete and continuous KD distributions determine quantum states. The most
prominent results have concerned direct measurements of continuous-variable quantum states. We
summarised a few properties of the continuous KD distribution in section 2.3. Now, in section 5.1, we outline
how to measure quantum states directly. We describe two strategies: One involves the Husimi distribution
and no weak measurements, and the other involves weak measurements and the KD distribution. In
sections 5.2 and 5.3, we review generalisations of, and other procedures, for direct measurements.

5.1. Direct quantum-state measurements
Measuring a classical point particle’s position and momentum directly determines its state. In quantum
physics, one cannot precisely and simultaneously measure a particle’s position (equation (18)) and
momentum (equation (19)). Nor can one even ascribe precise values to x̂ and p̂ simultaneously. One can
measure position and momentum simultaneously [103], if the information obtained about both quantities is
imprecise. Consider imprecision in the form of uncertainty: x±∆x. [104] concerns minimal
measurement-device uncertainty, which is balanced between simultaneous measurements of position and
momentum:∆x=∆p. The outcome (x ′,p ′) corresponds to a projection onto a coherent state
|α ′ = x ′ + ip ′〉. This outcome’s probability is proportional to the Husimi quasi-probability distribution:
P(x ′,p ′) = Tr(|α ′〉〈α ′|ρ̂)∝Hx′,p ′(ρ̂). The Husimi distribution Hx,p(ρ̂) is a faithful representation of the
quantum state ρ̂ [104]. In this sense, one can extract information about the quantum system, as from a
classical particle, at a phase-space point (x ′,p ′), using imprecise measurements. One thereby directly
measures the state.

Similarly to the Husimi distribution, the KD distribution corresponds to the measurement of a point in
phase space. However, the continuous-variable KD distribution Q(x,p;ψ) (see section 2.3) does not
correspond to projections onto a state such as |α〉, which has finite uncertainties,∆x and∆p. Recall the
rightmost side of equation (22),

Q(x,p;ψ) = Tr
(
π̂pπ̂xρ̂

)
, (56)

wherein π̂x ≡ |x〉〈x| and π̂p ≡ |p〉〈p|. This equation appears to encode an expectation value of π̂pπ̂x. This
observation suggests that the KD distribution corresponds to projecting onto a position eigenstate |x〉 and a
momentum eigenstate |p〉 (such that∆x=∆p= 0), at least intuitively. However, π̂pπ̂x is not Hermitian and
thus not an observable. If it were an observable, a measurement of π̂pπ̂x would violate uncertainty principles,
as it would simultaneously fix position and momentum. But a direct measurement of the KD distribution
need only output the expectation value of π̂pπ̂x—output Tr

(
π̂pπ̂xρ̂

)
. This value need not be determined from

a precise measurement in a particular trial. Rather, one can determine the value by averaging the imprecise
results of a sequence of measurements performed on an ensemble of identically prepared quantum systems.
In this sense, as we discuss next, the non-Hermitian operator π̂pπ̂x can be can be ‘measured’. In turn, the KD
distribution can be directly measured experimentally.

One way to measure the average of π̂pπ̂x, and directly determine the KD distribution, is to use weak
measurements. (For details about weak measurements, see section 4.) Weakly measuring π̂x leaves a quantum
state ρ̂= |ψ 〉〈ψ |mostly unchanged. Therefore, one can perform a subsequent strong (ordinary)
measurement of π̂p, obtaining information about the initial state. Post-selected on a momentum value p (in a
sub-ensemble of the ensemble of all momentum states), the position-projector weak measurement’s average
result is the weak value, equation (50):

πxw (ψ,p) =
〈p| π̂x |ψ〉
〈p|ψ〉

=
〈p| π̂x |ψ〉〈ψ |p〉

| 〈p|ψ〉 |2
≡ Q̃(x;ψ|p) . (57)

(We have reproduced equation (46), with Â= π̂x and 〈ψf|= 〈p|.) In what follows, we denote the system’s
momentum and position by x and p. We denote the meter’s position by xm. As outlined in section 4.2, the
conditional KD distribution is related to an observable’s weak value. When the observable is a projector, as
here, the weak value equals a pure state’s conditional KD-distribution density: Q̃(x;ψ|p).

There is an even tighter connection between the KD distribution and weak measurements. Consider
performing a weak measurement, without post-selecting on the sub-ensemble that realises outcome p. This
non-conditioned weak measurement’s average result is sometimes called the weak average. We denote it by〈
π̂pπ̂x

〉
w
and define it below, in equations (58) and (59). Recall that the weak value probes whether the
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system first had the position x, given that it subsequently had momentum p. In contrast, the weak average
probes whether the system had properties x and then p. In section 4.1, we derived an expression
(equation (47)) for a meter’s late-time position-basis wavefunction. The meter’s wavefunction was initially a
Gaussian, and then the system was pre- and post-selected. We can apply this result to calculate the meter’s
final spatial probability density in a weak-value experiment intended to measure πxw(ψ,p):
|ϕPS(xm|p)|2 ∝ exp

(
[xm − gRe(πxw(ψ,p))]2/σ2

)
+O(g2). Again, g denotes the weak measurement’s

strength. In other words, P(xm|p)≡ |ϕPS(xm|p)|2 is the probability density associated with the meter’s being
at position xm, if the system’s momentum was post-selected on being p. For simplicity, we assume that the
weak value is real. One experimentally infers the weak value from the shifted meter’s mean final position, x̄m
(see section 4.1 and figure 4). The average is calculated over the conditional joint system–meter measurement
distribution P(xm|p). That is, 1

gπxw(ψ,p)≈ x̄m = 〈x̂m〉=
´
xmP(xm|p)dxm. The weak average manifests

similarly but depends on the unconditional joint distribution, P(xm,p)≡ P(xm|p)P(p) = |ϕPS(xm|p)|2
|〈p|ψ〉|2. That is,

〈
π̂pπ̂x

〉
w
∝
〈
x̂mπ̂p

〉
=
´
xmP(xm,p)dxm. Consequently, the weak average is〈

π̂pπ̂x
〉
w
≡ πxw (ψ,p) ·P(p) = 〈p| π̂x |ψ〉〈ψ|p〉= Tr

(
π̂pπ̂x|ψ 〉〈ψ |

)
. (58)

The generalisation beyond pure states follows from the linearity of ρ̂:〈
π̂pπ̂x

〉
w
≡ Tr

(
π̂pπ̂xρ̂

)
= Q(x,p; ρ̂) . (59)

These results were proved in [105, 106]. In summary, a weak measurement of π̂x, followed by strong
measurement of π̂p, directly yields the KD representation of the state.

How, then, are weak measurements enabling the simultaneous measurement of position and
momentum? As alluded to above, one must forfeit precision. However, unlike in the direct measurement of
the Husimi distribution, the imprecision must not be in the form of position or momentum uncertainty,∆x
or∆p. After all, we are now nominally measuring π̂p and π̂x eigenstates, which respectively have zero
momentum and position uncertainties. The answer was presented in [107]. It comes from the fact that, in
the weak-measurement regime, the average meter shift is small, compared to the meter’s original position
uncertainty (i.e. the system-meter coupling g is small). Consequently, in any given trial, little information is
gained from a weak measurement: weak measurements are inherently imprecise. For example, measuring a
system observable π̂x weakly reduces a type of precision called predictability, P(x|xm) [107]. (Recall that x
denotes the system’s position and xm denotes the meter’s position.) If x and xm are such that P(x|xm)� 1,
the meter’s position reveals little about the system’s position in any one trial. Only by averaging over many
trials can the reduction in per-trial information be overcome and can

〈
π̂pπ̂x

〉
w
= Q(x,p; ρ̂) be determined

with little statistical uncertainty.
The direct measurement of the quantum wavefunction was first proposed as a process involving weak

measurements. It was first experimentally demonstrated for a photon’s transverse spatial wavefunction ψ(x)
(figure 5) [108]. If one weakly measures π̂x and post-selects on p= 0, equation (57) gives the weak value:
πxw(ψ,p=0) = 〈p=0|x〉〈x|ψ 〉/〈p=0|ψ 〉= ψ(x)/[ψf(0)

√
2πh̄ ] = Kψ(x). We have combined the constant

factors into K. Thus, the weak value is proportional to the complex wavefunction. Unlike in quantum
tomography, however, the wavefunction appears directly on the measurement apparatus here. In the
experiment, the photon’s spin degree of freedom (polarisation) served as a meter. The spin was coupled to
the photon’s transverse position x as follows with help from a small waveplate. The waveplate was placed so
as, at a chosen position x, to slightly rotate the photon’s linear polarisation. Then, a Fourier-transform lens
and slit measured π̂p=0. As the waveplate was moved along x, the weak value was recorded for each value of x,
giving the real and imaginary parts of ψ(x). In this sense, one can directly observe the complex wavefunction
associated with an ensemble of identically prepared quantum particles, up to the constant normalisation
factor K.

5.2. Generalisations of direct measurement
Soon after the first demonstration of direct measurement, generalisations began appearing. Different photon
quantum states have been measured directly; examples include the polarisation [111–113], 2D-spatial [114],
orbital-angular-momentum [115, 116] and time-frequency states [117]. Non-photonic systems have also
been measured directly; examples include matter waves [118] and a nuclear-magnetic-resonance quantum
processor [119].

Alternatively, one can generalise the post-selection. Consider measuring the weak average for every p
value, rather than solely at p= 0. (One could, for example, use a camera instead of a slit.) Then, as
equation (59) shows, one would directly measure the KD distribution, rather than the wavefunction [106].
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Figure 5. Experimental direct measurement of a photon’s spatial wavefunction with weak measurement. See [108] for details. (a)
The photon has an unknown transverse-position wavefunction ψ(x). Instead of using another particle as the weak measurement’s
meter, one can use an internal degree of freedom of the photon: the photon’s spin (polarisation). (See [109, 110] for details about
using spin as a meter.) Let σ̂i denote the Pauli-i operator, for i = x,y,z. The meter begins in the vertical polarisation state, in
which ⟨σz⟩=+1. One couples the observable π̂x = |x⟩⟨x| to the photon spin by placing a waveplate at the position x. The
waveplate rotates the polarisation by a small amount, implementing the system–meter measurement interaction
ÛSM = exp(igπ̂xσ̂y). Next, the photon passes through a Fourier-transform lens. At the lens’ focal plane, a slit effectively projects
the momentum with π̂p = |p⟩⟨p|, where p= 0. Consider the rotation of the polarisation from the vertical, averaged across the
photons that pass through the slit. This average rotation is proportional to the weak value πxw(ψ,p) [109, 110] (analogously to
the position shift of a position meter). Particularly sensitive to this rotation is the difference signal, the number of 45◦-polarised
photons, minus the number of−45◦-polarised photons. Indeed, equation (57) implies that Re(ψ(x))∝ Re(πxw(ψ,p))
∝ ⟨σ̂x⟩= P(45◦)− P(−45◦). Similarly, the meter rotation in the conjugate basis is the difference signal between the right-hand
circular (RHC) polarised photons and the left-hand circularly (LHC) polarised photons: Im(ψ(x))∝ Im(πxw(ψ,p))
∝ ⟨σ̂y⟩= P(RHC)− P(LHC). These two difference signals are proportional to the wavefunction’s real and imaginary parts at x.
Suppose that the waveplate’s position, x, is scanned along the x-axis. The two signals reveal the full complex distribution of the
wavefunction ψ(x). (b) Various ψ(x) distributions were measured directly. In one example, experimentalists prepared a ψ(x) by
beginning with photons that were in the fundamental spatial mode (approximately Gaussian in shape) of an optical fibre. The
photons were then transmitted through a reverse bulls-eye filter (narrowing the Gaussian), then through a collimating lens, and
lastly through a glass plate that covered roughly half the extent of ψ(x). (c) ψ(x), as given by the two measured difference signals.
The measured ψ(x) exhibits an abrupt phase shift at x≈ 75 mm. This shift resulted from the extra phase accumulated during the
passage through the glass plate. This demonstrates that direct measurement is sensitive to phase, unlike a strong measurement of
position: ⟨π̂x⟩= P(x). (d) Despite this phase discontinuity, the inferred probability distribution, |ψ(x)|2 = Re(ψ(x))2+
Im(ψ(x))2, is smooth. One should expect this smoothness, since the glass transmits the photons. For examples of other directly
measured ψ(x) distributions, see [108].

Further work has established a relationship between weak values and probability distributions over
simultaneous measurements’ possible outcomes [120].

Moreover, direct measurement generalises straightforwardly to discrete quantum states. Hence the KD
representation of a photon’s polarisation state was soon measured directly [111]. Using all p enables the
direct measurement of mixed quantum states.

A central concept in imaging and optical coherence is a photon’s transverse position. One of the first
determinations, by any method, of the mixed state of a photon’s transverse position was accomplished via
direct measurement of the KD distribution [47]. Figure 6 shows the procedure, which leveraged weak
measurement. By extending the concept to a sequence of k weak measurements, [106] showed that a
k-extended KD distribution could be measured. [106] reported on a sequence of three weak measurements
of projectors in two complementary bases, {|ai〉} and {|bk〉}. The following density matrix was obtained:

ρai,aj ≡ 〈ai |ρ̂|aj〉 ∝
〈
π̂ai π̂bk π̂aj

〉
w
≡ Tr

(
π̂ai π̂bk π̂aj ρ̂

)
≡ Qi,k,j (ρ̂) . (60)

References [121, 122] reported on the measurement of the real parts of weak values of two-photon entangled
states. Although these papers’ procedure and results corresponded to direct measurement, the paper predate
the concept and, thus, do not refer to it. Not until [123] were entangled states’ full complex amplitudes
explicitly measured directly. In summary, diverse states and systems can be measured directly.
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Figure 6. Experimentally measured KD distributions of a photon’s the transverse-position state. See [47] for details. The
experimental setup resembles that in figure 5. However, the slit is replaced by a camera, so that the polarisation differences are
observed at every momentum value p. The observed KD distributions for the pure state in figure 5(b) (top) and a mixed state
(bottom). To prepare the mixed state, one vibrates the glass plate in figure 5. The vibration creates phase decoherence between the
spatial photon state’s two halves. On the right-hand side is the density matrix calculated from the KD distribution. As expected,
the mixed state’s density matrix exhibits no coherence between the two spatial regions (the off-diagonal elements vanish). Only
the real components are shown, for simplicity.

On the practical side, unlike tomography, direct measurement requires only two bases. The modesty of
this requirement can significantly simplify experiments. The simplification is particularly valuable in the
context of quantum states whose dimension d is high: state tomography typically requires measurements of
O(d) bases. States with dimensions as high as a billion have been experimentally determined with
generalisations of direct measurement [115, 124–126]. Many of these experiments benefited from numerous
practical refinements of direct measurement: Increases in weak measurements’ low SNRs [127–131];
enhancements of the procedure’s directness [132, 133], particularly for multipartite systems [134]; and
simplifications of the procedure (e.g. an avoidance of the scanning of the position measurement) [125, 135,
136]. These improvements have enabled further applications, as we now discuss.

Like quantum tomography, direct measurement has been generalised to fully characterise detectors and
processes. Direct measurement was used to determine the projection effected by each outcome of a
detector [137]. The number of bases measured is important for quantum-process determination. The
number scales as O(d2) in standard process tomography: in different trials, one must input each element of
each of the d bases and, for each state, measure all d bases. Direct measurement allows one to circumvent this
rigmarole. As few as two measurements are required for each process parameter [113, 138, 139]. More
recently, the ubiquitous Feynman propagator was observed via direct measurement [140]. Fundamentally, as
for the wavefunction, direct measurement allows us to experimentally observe quantities that have been
typically regarded as abstract mathematical elements of quantum physics.

5.3. Other direct-measurement procedures
Other ways of measuring the KD distribution do not involve weak measurements [141–146]. An early
characterisation of a photon’s transverse wavefunction relied on balanced homodyne detection [141]. This
procedure determined the state with the use of a reference system (a local oscillator) in a superposition of
position eigenstates [141]. The interference signal was proportional to the KD distribution.

Another direct method is based on optimal quantum cloning. After being proposed in [142], the method
was experimentally demonstrated in [144]. According to this method, imperfect copies of the unknown
quantum state are produced. These copies are optimal-universal-symmetric quantum clones [142], created
via a controlled SWAP gate. See figure 7 for a distinct but related scheme. After this optimal cloning, one
measures one copy’s position while measuring the other copy’s momentum. The distribution over the
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Figure 7. Quantum circuit for measuring the KD distribution. Ĥ denotes the Hadamard gate, and P̂= diag(1, i). The variable
s= 0,1 determines whether P̂= diag(1, i) is implemented. The central unitary gate is a conditioned version of ÛA,...,Y, which
cycles the quantum states such that |ψ ⟩|ϕA⟩A|ϕB⟩B · · · |ϕY⟩Y → |ϕY⟩|ψ ⟩A|ϕA⟩B · · · |ϕX⟩Y. (For a k-extended KD distribution,
ÛA,...,Y can be implemented withO(k) conditioned SWAP gates.) If s= 0, the probability of finding the top qubit in |0⟩ yields
the KD quasi-probability’s real part: Ps=0

0 = [1+Re(⟨yl|xk⟩ . . .⟨bj|ai ⟩⟨ai |ρ̂|yl⟩)]/2. Similarly, if s= 1, the imaginary part can be
measured: Ps=1

0 = [1+ Im(⟨yl|xk⟩ . . .⟨bj|ai ⟩⟨ai |ρ̂|yl⟩)]/2. This protocol was developed by Wagner et al [146] (see also
[147–149]). The protocol is closely related to, but more general than, an earlier protocol [142], whose experimental
implementation is reported on in [108]. The original protocol features a controlled SWAP gate used for
optimal-universal-symmetric quantum cloning (see main text for details).

possible joint outcomes gives the KD distribution’s real part: P(x,p; ρ̂) = Re(Q(x,p; ρ̂)). If a phase in the
cloning process is changed, the protocol gives the imaginary part: P(x,p; ρ̂) = Im(Q(x,p; ρ̂)).

The three direct-measurement methods—the weak-measurement method and these latter two—can be
seen in a common light. In each method, every trial involves measurements that project, to some degree, onto
a superposition of position and momentum eigenstates. The projection onto |x,p〉 ≡ |x〉+ exp(iϕ)〈p|x〉 |p〉
occurs with probability P(x,p) = 〈x,p| ρ̂ |x,p〉= 〈x| ρ̂ |x〉+ 〈p| ρ̂ |p〉+Re(exp(iϕ)Q(x,p; ρ̂)). By varying the
phase ϕ, one finds the KD distribution’s real and imaginary parts.

We have described many ways in which direct measurement and its generalisations have been applied.
Through direct measurements, one can observe elements of quantum physics, including wavefunctions,
mixed states, processes and detection. In a practical sense, direct measurement simplifies the characterisation
of these elements. In a fundamental sense, direct measurement allows us to observe these elements in their
barest form as ensemble averages, sidestepping standard quantum tomography’s shadows and inference.

6. The KD distribution in quantum thermodynamics

The KD distribution has benefited the modern quantum formulation of thermodynamics [31, 150–163].
Below, we review the treatment of classical thermodynamic work as a stochastic quantity. We then show how
describing quantum work probabilistically produces inconsistencies. Conversely, the KD distribution satisfies
reasonable requirements for a distribution describing work and heat fluctuations. Furthermore, a KD
distribution’s non-positivity signals contextuality—provable physical non-classicality. Although we lack
space for the following topics, the KD distribution has found thermodynamic applications also in a
consistent-histories framework for work fluctuations [151], an extension of quantum thermodynamics to
quantum field theories [155], full-counting statistics [150, 156] and quadratic fermionic models [161].

The first and second laws of thermodynamics concern work, heat, and entropy. These quantities, when
exchanged by small systems, fluctuate by amounts comparable to their averages. Fluctuation theorems are
breakthroughs in non-equilibrium statistical mechanics (e.g. [164, 165]). In a prototypical example, a
classical system has a Hamiltonian H(λt,x,p) dependent on a time-varying control parameter λt and on a
phase-space point (x, p). In a ‘forward protocol’, the system is prepared at a time t= 0 in a canonical
ensemble {exp(−βH(λ0,x))/Z(0)} at an inverse temperature β = 1/kBT. The partition function
Z(t)≡

´
dx exp(−βH(λt,x)) normalises the distribution. The parameter is then ramped along an arbitrary

trajectory λt arbitrarily quickly: λ0 → λτ . In each trial of the protocol, the system absorbs a random amount
W of work. After many trials, one can infer a probability distribution Pcl

F (W) over the possibleW values.
Similarly, define a ‘reverse protocol’ in which the canonical ensemble {exp(−βH(λτ ,x))/Z(τ)} is prepared
at t= 0. The parameter is ramped as λτ 7→ λ0 along the trajectory λτ−t. One can infer a reverse work

distribution P(cl)
R (W). Each canonical ensemble has a free energy− 1

β ln(Z(t)). Define the difference
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Figure 8.Work protocol and two-point-measurement scheme. (a) Quantum work protocol: the system is prepared in a state ρ̂. An
external control system, represented by the linear gear, alters the time-dependent parameter λt in the Hamiltonian Ĥ(λt), by
performing work. The system evolves under the unitary Û. (b) Two-point-measurement scheme: energy measurements interrupt
the protocol before and after Û.

∆F≡− 1
β ln(Z(τ)/Z(0)) between the initial and final Hamiltonians’ equilibrium free energies. In terms of

∆F, Crooks’ theorem reveals a symmetry of the two distributions [165]:

Pcl
F (W)

Pcl
R (−W)

= eβ(W−∆F). (61)

To understand this equality intuitively, consider a large work valueW�∆F. The exponential eβ(W−∆F) is
enormous. Hence Pcl

F (W)� Pcl
R(−W): one is far more likely to pay a large amountW of work, during a

forward trial, than to recoup an amountW during a reverse trial. Crooks’ theorem implies Jarzynski’s
equality,

〈e−βW〉F = e−β∆F, (62)

which implies the second-law-like inequality 〈W〉F ⩾∆F [164, 166]. [The averages are with respect to
Pcl
F (W).] Hence Crooks’ theorem and Jarzynski’s equality are said to strengthen the second law. They are also

called fluctuation theorems. Using either, one can infer∆F from out-of-equilibrium experiments [167]. This
fact is useful, as∆F is difficult to measure [168].

Measurement disturbance complicates a quantum extension of this protocol. One approach, the
two-point-measurement scheme, involves the following forward protocol (figure 8). Consider a quantum
system prepared in a canonical state ρ̂∝ exp(−βĤ(λ0)) and evolved under a quantum Hamiltonian Ĥ(λt)
dependent on a parameter λt . Ĥ(λt) eigen-decomposes as Ĥ(λt) =

∑
jEj(λt)Π̂j(λt), with eigenvalues Ej(λt)

and eigen-projectors Π̂j(λt). At time t= 0, one measures the energy, obtaining an outcome Ej(λ0) and

projecting the state onto Π̂j(λ0)/Tr(Π̂j(λ0)). From t= 0 to t= τ , the unitary Û= T e−i
´ τ
0 Ĥ(λt)dt/h̄ evolves

the system. T denotes the time-ordering operation. At t= τ , one measures the energy, obtaining an outcome
Ek(λτ ) and projecting the state onto Π̂k(λτ )/Tr(Π̂k(λτ )). The joint probability of obtaining outcomes
Ej(λ0) and Ek(λτ ) is

Pj,k (ρ̂)≡ Tr
(
Û† Π̂k (λτ ) ÛΠ̂j (λ0) ρ̂Π̂j (λ0)

)
. (63)

The probability density associated with spending an amountW of work during any given forward trial is

PF (W) =
∑
j,k

Pj,k (ρ̂) δ
(
W−

[
Ek (λτ )− Ej (λ0)

])
. (64)

One can define PR(W) similarly for a reverse protocol, then prove Crooks’ theorem.
This two-point-measurement scheme faces a problem if ρ̂ has coherence with respect to the initial energy

eigenbasis [the Ĥ(λ0) eigenbasis]. The initial measurement dephases ρ̂, affecting the marginal probability∑
jPj,k(ρ̂). One might expect this marginal to equal the probability Tr(Π̂k(λτ ) Ûρ̂Û†) of obtaining the

final-measurement outcome Ek(λτ ), in the absence of any initial measurement. Yet the two probabilities do
not equal each other:

∑
jPj,k(ρ̂) 6= Tr(Π̂k(λτ ) Ûρ̂Û†). This lack of equality stems from measurement

disturbance, caused by the mutual non-commutativity of ρ̂, Ĥ(λ0) and Ĥ(λτ ). Nevertheless, a KD
distribution—a set of quasi-probabilities—has the desired marginal Tr(Π̂k(λτ ) Û ρ̂ Û†), as well as the
similarly desired marginal Tr(Π̂j(λ0) ρ̂):

Qj,k (ρ̂)≡ Tr
(
Û† Π̂k (λτ ) ÛΠ̂j (λ0) ρ̂

)
. (65)
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In terms of this joint KD quasi-probability, one can define the KD work distribution [31]

P̃F (W)≡
∑
j,k

Qj,k (ρ̂) δ
(
W−

[
Ek (λτ )− Ej (λ0)

])
. (66)

A Jarzynski-like equality (section 7) depends on an extended KD distribution over analogues of work [30].
The two-point-measurement joint distribution (63) and KD joint distribution (65) share several

properties. We recover the marginal Pj,k(ρ̂) from Qj,k(ρ̂) if ρ̂ is block-diagonal with respect to Ĥ(λ0)’s
eigenbasis. Therefore, Qj,k(ρ̂) leads to fluctuation theorems for such states ρ̂. We recover Pj,k(ρ̂) from Qj,k(ρ̂)
also if one measures coarse-grained observables [152]. As shown in section 2.2, Qj,k(ρ̂) has marginals equal
to the Born-rule predictions about preparing ρ̂ and evolving the state under Û:∑

j

Qj,k (ρ̂) = Tr
(
Π̂k (λτ ) Ûρ̂Û

†
)
,
∑
k

Qj,k (ρ̂) = Tr
(
Π̂j (λ0) ρ̂

)
and

∑
j,k

Qj,k (ρ̂) = 1 . (67)

Additionally, a work distribution should lead to an average work value equal to the usual definition
〈W〉 ≡ Tr(Ĥ(λτ ) Ûρ̂Û†)−Tr(Ĥ(λ0) ρ̂). The two-point-measurement distribution (equation (64)) does not
always satisfy this condition:

´
PF(W)dW 6= 〈W〉, generally. Yet the KD work distribution does, due to

equations (67):
´
P̃F(W)dW= 〈W〉. The KD average differs from the two-point-measurement average, and

the KD variance differs from the two-point-measurement variance, whenever ρ̂ has energy coherences [159].
Furthermore, when [Û†Ĥ(λτ )Û,Ĥ(λ0)] 6= 0, the KD work variance can assume values only from a subset of
the values achievable if work is a classical random variable [154].

No-go theorems demonstrate the incompatibility of reasonable criteria for work probability distributions
P(W) [154, 158, 169]. One criterion is convex-linearity in ρ̂ [153, 154, 169], a property that Qj,k(ρ̂) satisfies.
Yet, if [Û†Ĥ(λτ )Û,Ĥ(λ0)] 6= 0, one cannot define a joint probability with convex-linearity and the marginal
property (67) [158]. Another no-go theorem replaces the marginal property with two alternative
criteria [169]: (i)

´
P(W)dW equals the average energy change 〈W〉. (ii) If ρ̂ is block-diagonal with respect

Ĥ(λ0)’s eigenbasis, then P(W) = PF(W). No probability distribution satisfies the convex-linearity criterion
in addition to criteria (i) and (ii) [169]. However, the KD work distribution P̃F(W) is convex-linear in ρ̂ and
satisfies the marginal property and criteria (i) and (ii), as well as other reasonable criteria [162]. Alternative
work-distribution criteria are satisfied only by a Terletsky–Margenau–Hill distribution (a KD distribution’s
real part) [157, 162].

In addition to satisfying the criteria above, KD distributions signal non-classicality in a quantum engine’s
linear-response work output. Linear-response theory describes how systems react to small perturbations.
Consider a quantum system subject to a static Hamiltonian Ĥ0 perturbed by a time-dependent potential
gV̂(t), where g� 1. Let the potential be cyclic: V̂(0) = V̂(τ) = 0. In the interaction picture, the potential has

the form V̂I(t) = ei Ĥ0t/h̄V̂(t)e−i Ĥ0t/h̄ and the time average ˆ̄VI(τ) =
1
τ

´ τ
0 V̂I(t)dt. The system is prepared in ρ̂

and evolved unitarily under Ĥ(t) = Ĥ0 + gV̂(t). On average, the system produces an amount of work [170]

〈W〉= 2gτ

h̄
Im
(
Tr
(
Ĥ0

ˆ̄VI (τ) ρ̂
))

+O
(
g2
)
. (68)

If Im(Tr(Ĥ0
ˆ̄VI(τ)ρ̂)) 6= 0, then the average work is first-order in the perturbation strength: 〈W〉= O(g).

The lack of equality translates into a condition under which a KD distribution signals contextuality (rigorous
non-classicality), as detailed in section 8.3.2. In another work-extraction setting, KD non-positivity signals
that non-commutation can enhance the achievable power [171].

Complementary to work expenditure is heat exchange. Consider heat baths A and B, with respective
Hamiltonians ĤA and ĤB, isolated from their environment. Let the initial state ρ̂AB be a tensor product of
thermal states with inverse temperature βA and βB < βA: ρ̂AB ∝ exp(−βAĤA)⊗ exp(−βBĤB). Consider any
unitary Û that conserves the global energy: [Û,ĤA + ĤB] = 0. The second law of thermodynamics implies
that heat flows from the hotter B to the colder A on average. The net heatQ transferred from B to A satisfies
an exchange fluctuation theorem [172]: PF(+Q)/PR(−Q) = exp([βB −βA]Q). This equation governs
classical and quantum baths alike, if we defineQ through projective energy measurements.

Non-classical heat flows may occur if ρ̂AB has thermal local marginals, TrB(ρ̂AB) = exp(−βAĤA)/ZA and
TrA(ρ̂AB) = exp(−βBĤB)/ZB, but is correlated. The correlations can drive heat from the colder A to the hotter
B on average. Quantum correlations can do so at a rate unachievable classically: Let A and B have
d-dimensional Hilbert spaces. An amount of heatQ< log(d)/(βB −βA) constitutes an anomalous backflow,
requiring entanglement [173, 174]. The required correlations disappear under strong energy measurements,
à la the two-point-measurement scheme. Measuring weakly preserves the anomalous backflow and suggests a
KD heat quasi-probability distribution [152]. Negative and non-real KD quasi-probabilities signal
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Figure 9. Information scrambling. (a) Operators Ŵ and V̂ are localised on single spins. Ŵ evolves to Ŵ(t) in the Heisenberg
picture. Information scrambles as Ŵ(t) and V̂ increasingly fail to commute. (b) The decay of the OTOC F(t) signals scrambling.
Re(F(t)) starts at 1 and relaxes to≈0 around the scrambling time t∗.

non-classical heat [152] and work flows [158]. Aside from energy, A and B can exchange other quantities,
such as particles [175]. The quantities need not commute with each other, as exemplified by the x-, y-, and z-
components of spin [176]. An extended KD distribution characterises such non-commuting quantities’
fluctuations, which can signal contextuality [160].

7. The KD distribution behind the out-of-time-ordered correlator (OTOC)

The OTOC [30] is a witness of many-body quantum chaos. In addition to elucidating superconductors [177]
and black holes [178–181], the OTOC has been observed with nuclear magnetic resonance [182–185],
trapped ions [186–190] and other platforms [191–204]. The OTOC equals an average over an extended KD
distribution [30, 45]. We present the distribution after reviewing the OTOC. The distribution signals a
fluctuation-type theorem—resembling an extension of the second law of thermodynamics (section 6)—that
contains the OTOC [30]. The fluctuation-type theorem suggested new techniques for measuring the OTOC
experimentally [30, 45, 205, 206]. Also, the extended KD distribution distinguishes between chaos and
decoherence [40]. Further applications lie beyond the scope of this review: The extended KD distribution
diagnoses a quantum kicked top’s chaos [207] and features in an uncertainty relation for quantum
chaos [208].

The OTOC signals scrambling, the spreading of initially localised information through many-body
entanglement [209]. Consider a quantum system of N� 1 degrees of freedom. Let a non-local,
non-integrable (‘chaotic’) Hamiltonian Ĥ govern the system, which is in a state ρ̂. Denote expectation values
by 〈•〉 ≡ Tr(• ρ̂). Figure 9 illustrates scrambling with an N-qubit chain in a thermal state
ρ̂β ≡ exp(−βĤ)/Z . The inverse temperature is β, and the partition function Z normalises the state. Denote

by Ŵ and V̂ unitary or Hermitian operators localised far apart12. In our example, we denote by σ̂( j)
a

component a= x,y,z of qubit j’s spin. The spin chain can have Ŵ= σ̂
(1)
x and V̂= σ̂

(N)
z . Ŵ could be a

perturbation, whereas V̂ could be an observable measured later, in an attempt to recover information about
the perturbation. The operators eigendecompose as Ŵ=

∑
wj
wj Π̂

W
wj
and V̂=

∑
vj
vj Π̂V

vj . Under the unitary

Û= exp(−i Ĥt/h̄), Ŵ evolves to Ŵ(t)≡ Û†ŴÛ in the Heisenberg picture. The more Ŵ(t) spreads, the more
[Ŵ(t), V̂] grows. Yet the simple correlator 〈[Ŵ(t), V̂]〉 can vanish at late times, due to cancellations between ρ̂
eigenstates in the average. The average C(t)≡ 〈|[Ŵ(t), V̂]|2〉, being of a non-negative squared magnitude,
avoids this pitfall. C(t) more reliably certifies scrambling—the spreading of the information initially localised
in Ŵ. If Ŵ and V̂ are unitary, C(t) decomposes as C(t) = 2[1− 2Re(F(t))]. The OTOC therein is defined as

F(t)≡ 〈Ŵ† (t) V̂†Ŵ(t) V̂〉 ≡ Tr
(
Ŵ† (t) V̂†Ŵ(t) V̂ρ̂

)
. (69)

A decay of F(t) to≈0 signals scrambling, illustrated in figure 9(a). The OTOC decays exponentially at early
times under highly non-local interactions: Re(F(t))∼ 1− 1

N exp(λLt). λL resembles a Lyapunov exponent,
which controls how phase-space trajectories diverge under classical chaos [210].

Halpern et al decomposed the OTOC in terms of an extended KD distribution [30, 45],

Qv1,w1,v2,w2 (ρ̂(t)) = Tr
(
Π̂W(t)

w2
Π̂V

v2Π̂
W(t)
w1

Π̂V
v1 ρ̂
)
. (70)

12 Some OTOC results require Ŵ and V̂ to be Hermitian; some, for the operators to be unitary; and some, for the operators to be both.
The quasi-probability results highlighted here are general, holding if Ŵ and V̂ are merely normal and thus diagonalisable. That is, Ŵ and
V̂ can be Hermitian or unitary.

24



New J. Phys. 26 (2024) 121201 D R M Arvidsson-Shukur et al

In illustrative qubit-chain examples, Q(ρ̂(t)) typically has a negative real component and a small imaginary
component [45]. The OTOC equals an average over Q(ρ̂(t)) [45]:

F(t) =
∑

v1,w1,v2,w2

v1w1v
∗
2w

∗
2 Qv1,w1,v2,w2 (ρ̂(t))≡ 〈v1w1v

∗
2w

∗
2 〉Q(ρ̂(t)) . (71)

In the spin-chain example, sinceW and V are Pauli operators, each sum runs over the eigenvalues±1. The
OTOC’s decomposition motivated the 21st-century rediscovery of extended KD distributions [30, 45]. More
thermodynamically, the OTOC decomposes also in terms of the distribution’s characteristic function, or the
Fourier transform of the distribution: 〈eβ1v1+β

′
1 w1+β2v

∗
2 +β

′
2 w

∗
2 〉Q(ρ̂(t)).13 More precisely, the OTOC follows

from differentiating the characteristic function:

F(t) =
∂4

∂β1 ∂β ′
1 ∂β2 ∂β

′
2

〈
eβ1v1+β

′
1 w1+β2v

∗
2 +β

′
2 w

∗
2

〉
Q(ρ̂(t))

∣∣∣
β1,β ′

1 ,β2,β ′
2 =0

, β1,β
′
1 ,β2,β

′
2 ∈ R. (72)

Equation (72) resembles Jarzynski’s equality (equation (62) in section 6), an extension of the second law of
thermodynamics, in two ways. First, equation (72) and Jarzynski’s equality suggest schemes for extracting
difficult-to-measure quantities from more-easily-measurable quantities: Using Jarzynski’s equality, we can
infer a free-energy difference∆F from a probability distribution over the possible amounts of the work spent
on a non-equilibrium protocol [164, 211]. Similarly, the Jarzynski-like equality (72) enables new methods for
measuring F(t) experimentally [30]: Equation (69) shows that the OTOC is neither a probability nor an
expectation value. How to measure the OTOC was therefore unclear for a while. The initially proposed
measurement schemes rely on interference [212], Ramsey interferometry [213] and a quantum clock [214].
Linking the OTOC to Q(ρ̂(t)) unlocked new toolkits for measuring the OTOC [30, 45]. First, the OTOC can
be inferred from weak measurements [30, 45]. Second, if Ŵ(t) and V̂ square to the identity, Ŵ(t)2 = V̂2 = 1,
then one can infer the OTOC from arbitrary-strength measurements [205, 206]. Pauli operators illustrate

this property:
(
σ̂
( j)
a

)2
= 1̂.

The second way in which equation (72) resembles Jarzynski’s equality is, both equations cast the object of
interest [∆F or F(t)] in terms of a moment-generating function. Beyond these two parallels, Equation (72)
inspired a fluctuation theorem for the spreading of correlations from a system into an environment [215].

A numerical study established Q(ρ̂(t)) as a scrambling witness more robust than F(t) [40]. An
experimentalist may measure F(t), observe a decay, and conclude that their system likely contains
many-body entanglement. Yet this decay may stem from decoherence, rather than scrambling [201,
216–218]. If used to detect scrambling, therefore, F(t) can lead to false positives. Q(ρ̂(t)) overcomes this
pitfall, distinguishing scrambling from integrable Hamiltonians despite decoherence [40]. Alonso et al
simulated N = 5 superconducting qubits undergoing Lindblad dynamics. The qubits evolve under a
transverse-field Ising model with or without a longitudinal field:

Ĥ=−J
N−1∑
j=1

σ̂( j)
z σ̂( j+1)

z − g
N∑

j=1

σ̂( j)
x − h

N∑
j=1

σ̂( j)
z . (73)

In the absence of the longitudinal field, if (h/J,g/J) = (0.000,1.05), Ĥ is integrable. In the presence of the
longitudinal field, if (h/J,g/J) = (0.500,1.05), Ĥ is scrambling (non-integrable). The local operators used
were Ŵ= σ̂z

1 and V̂= σ̂z
N. Figure 10 shows the quasi-probability non-classicality,N (t)≡

∑
|Q(ρ̂(t))|

(section 9.3), plotted against time.N (t) begins at 1, grows, peaks, returns to 1, and then keeps oscillating.
Denote by tint the time interval fromN (t)’s first peak to the next 1. tint distinguishes scrambling from
integrable behaviour: in the presence of decoherence, tint is an order of magnitude longer under scrambling
than under integrable dynamics. Q(ρ̂(t)) thus witnesses scrambling more robustly than F(t) does.

8. The KD distribution and the foundations of quantummechanics

One way to define the notion of a classical experiment is to say that joint probability distributions describe
the corresponding system’s preparation, manipulation and measurement [2–12]. Under this definition, an
experiment has been proven to be classical if, and only if, it is non-contextual [11] (we define this term
below). Thus, if every quasi-probabilistic description of an experiment is non-positive, the experiment is

13 This expression technically contains a Laplace transform, rather than a Fourier transform, since the βs are real numbers, rather than
imaginary. However, the fluctuation-theorem community calls such transforms ‘Fourier’.
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Figure 10. Total non-positivityN (t) vs. time. Figure (a) follows from evolution under an integrable Hamiltonian; and figure (b),
from evolution under a scrambling (non-integrable) Hamiltonian. Blue traces indicate the behaviour of the KD non-classicality,
N (t), in the absence of decoherence; and brown traces,N (t)’s behaviour in the presence of decoherence. Shading under a trace
highlights the time interval tint. Reproduced with permission from [40].

non-classical. Every experiment admits of infinitely many quasi-probability representations, however.
Therefore, the existence of a single non-positive quasi-probability representation does not allow one to
conclude that the experiment is non-classical. Nevertheless, operationally defined KD distributions’
non-positivity has been linked to non-classical physics in several settings. In this section, we outline several
examples.

8.1. Generalised Leggett–Garg inequality
Leggett and Garg designed a Gedanken experiment for testing the limits of macroscopic coherence and
notions of ‘quantumness’ [219]. In the spirit of Bell, Leggett and Garg formulated an inequality for data
acquired from sequential measurements. The inequality is satisfied under the assumptions of macroscopic
realism and non-invasive detectability. However, quantum experiments generally can violate the inequality.
Thus, the Leggett–Garg inequality has become a popular tool for distinguishing macro-realistic theories
from quantum mechanics. Williams and Jordan [220] have connected anomalous weak values [78] with
violations of the weak-measurement version of the Leggett–Garg inequality [221–223]. (For details about
weak values and weak measurements, see section 4.) Such violations have been observed
experimentally [224–227]. We now elaborate on this connection.

In experimental tests of the weak-measurement version of the Leggett–Garg inequality, three
measurements are performed: a strong, followed by a weak, followed by another strong measurement. This
set-up allows one to verify quantum behaviour using one experimental configuration, rather than the three
or four configurations needed for the original Leggett–Garg approach [219]. The three outcomes are r(1), r(2)

and r(3). One analyses the correlation functions Kij = 〈r(i)r( j)〉. The superscripts label when a measurement
takes place. The measurement outcomes are scaled such that the statistical average 〈r1〉= 〈ψ |Â|ψ 〉, where Â
denotes a measured observable and |ψ〉 denotes the prepared quantum state. Analogous statements concern
r2 and r3, together with observables B̂ and Ĉ.

The simplest case involves a two-level system. The three observables are Â= |a1〉〈a1| − |a2〉〈a2|,
B̂= |b1〉〈b1| − |b2〉〈b2| and Ĉ= |c1〉〈c1| − |c2〉〈c2|. The observables’ eigenvalues are a1 = b1 = c1 =+1 and
a2 = b2 = c2 =−1. The generalised Leggett–Garg inequality is

L ≡ K12 +K23 −K13 ⩽ 1. (74)

One can achieve the classical upper bound if the first and the second measurements are completely
correlated, as are the second and third: K12 = K23 = 1. Classically, also the first and the third measurements
would consequently be completely correlated: K13 = 1, so L= 1. Classically, no other configuration can
supersede this value of L= 1.

When the intermediate measurement is weak, we can express L in terms of the KD distribution
Qj,k(|ai 〉〈ai |)≡ 〈ai|ck〉〈ck|bj〉〈bj|ai〉. For simplicity, we suppose that the quantum system begins in an Â
eigenstate |ai〉. The first strong measurement yields the eigenvalue ai. It is followed by a weak measurement
of B̂ and a strong measurement of Ĉ. In this weak-measurement limit, we can replace the correlation
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function with the approximation

L ≈ Re
(
〈ai |ÂB̂+ B̂Ĉ− ÂĈ|ai 〉

)
. (75)

This is the form of the correlation function considered by Leggett and Garg [219]. We stress that the B̂
measurement’s weakness allows us to neglect that measurement’s influence on the ÂĈ correlator. If the
intermediate measurement is of finite strength, this assumption breaks down. Williams and Jordan [220]
describes the measurement’s influence on the corrrelator. Let us insert the operators’ spectral expansions into
equation (75). We obtain an expression dependent on the KD distribution:

L ≈
∑
j,k

Re
(
Qj,k (|ai 〉〈ai |)

)(
ai bj + bjck − ai ck

)
. (76)

The rightmost parenthetical factor is upper-bounded by 1. Hence we see that, for the right-hand side to
exceed the upper bound of 1, some joint KD quasi-probability Qj,k(|ai 〉〈ai |)must have a negative real part.
This bound violation was observed experimentally. Furthermore, this connection between
Leggett–Garg-type inequalities and quasi-probability negativity was observed also in [228, 229].

The Leggett–Garg inequality further underscores the connection between weak values and the KD
distribution. Weakly measuring the intermediate observable B̂, given strong pre- and post-selective

measurements, is equivalent to measuring the weak values Bw(ai, ck)≡ ⟨ck|B̂|ai ⟩
⟨ck|ai ⟩ (equation (48)). Thus, in the

weak measurement limit, L can be expressed as

L ≈
∑
k

P(ck|ai) [(ai + ck)Re(Bw (ai, ck))− ai ck] . (77)

The P(ck|ai) = |〈ck|ai〉|2 denotes the conditional probability that, if the first measurement yields ai and the B̂
measurement is weak, the final measurement yields ck.

The right-hand side of equation (77) is a convex sum. Therefore, for the right-hand side to exceed the
classical upper bound of 1, the factor in square brackets must exceed 1 for some ai and ck. When
Re(Bw)> 0, this condition can be met only when ai = ck =+1 (when i = k= 1). Otherwise, the
factor in curly brackets is negative. In such a case, the bound-violation condition simplifies to
2Re(Bw(a1, c1)− 1)> 1, or Re(Bw(a1, c1))> 1. That is, the weak value’s real part must exceed the greatest B̂
eigenvalue. If, instead, Re(Bw)< 0, the classical bound L⩽ 1 can be violated only when ai = ck =−1 (when
i = k= 2). In this case, the condition necessary for violating the Leggett–Garg inequality simplifies to
−2Re(Bw(a2, c2)− 1)> 1, or Re(Bw(a2, c2))<−1. Again, the weak value must lie outside the B̂ spectrum.

These relations establish a one-to-one correspondence between a Leggett–Garg-inequality violation
and an anomalous weak value. Expanding the conditions in terms of KD quasi-probabilities
yields

∑
j bjRe(Qj,k=1(|a1〉〈a1|))>

∑
jRe(Qj,k=1(|a1〉〈a1|)), implying Re(Qj=2,k=1(|a1〉〈a1|))< 0, or∑

j bjQj,k=2(|a2〉〈a2|)<−
∑

jRe(Qj,k=2(|a2〉〈a2|)), implying Re(Qj,k=2(|a2〉〈a2|))< 0. We can now interpret,
in terms of KD quasi-probabilities, the conditions necessary for violating the Leggett–Garg inequality’s
classical upper bound of 1, as has been observed experimentally. At least one of two KD quasi-probabilities,
Qj=2,k=1(|a1〉〈a1|) or Qj=1,k=2(|a2〉〈a2|), must have a negative real part. Each such negative real part causes a
corresponding weak value, Re(Bw(a1, c1)) or Re(Bw(a2, c2)), to lie outside the B̂ spectrum.

8.2. The KD distribution and the consistent-histories interpretation of quantummechanics
The mathematical framework of quantum mechanics is well-established but not a complete physical theory.
The role of an interpretation of quantum mechanics [230] is to append to the mathematical formalism a
theory of real underlying (ontic) physics that results in the quantum phenomena we observe in laboratories.
Such interpretations include the many-worlds interpretation [231, 232], de Broglie–Bohm mechanics [233]
and the consistent-histories interpretation [9]. The latter has a deep connection with the KD distribution.
We review this connection below.

The consistent-histories interpretation of quantum mechanics predicts the same measurement
probabilities as textbook quantum mechanics. The Copenhagen interpretation [234], however, suggests that
quantum states have well-defined properties only when measured. In contrast, the consistent-histories
interpretation provides a framework that (sometimes) describes properties of quantum particles between
observations. The interpretation was developed by several scholars [235–238], most notably by Griffiths [9,
239].

In the consistent-histories interpretation, properties (or physical attributes) of quantum states are
defined in accordance with von Neumann’s theory [9, 81]. A property is associated with a projective operator
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onto a subspace of a Hilbert space14. For example, ‘position’ is not a property. However, ‘the particle is at

position x’ is. Consider two sets of projective measurement operators,A= {Π̂(1)
i } and B = {Π̂(2)

j }.
Quantum theory struggles to describe quantum states’ underlying because the question does the state have

properties Π̂(1)
1 and Π̂(2)

3 ? seems difficult to answer when [Π̂
(1)
1 ,Π̂

(2)
3 ] 6= 0. Under certain consistency

conditions, the consistent-histories interpretation facilitates a description of underlying physical properties
of a quantum state’s time-evolution through Hilbert space.

Next, we review the technical framework for the consistent-histories interpretation. Afterwards, we
connect the consistency criterion to a KD distribution. Finally, we provide an example.

Consider a pure initial quantum state ρ̂i. Consider also a set of times t0 < t1 < .. . < tk < tf. We
work in the Heisenberg picture, in which quantum states are constant in time and observables evolve

unitarily. Define k sets of projector-valued measuresA(l) = {Π̂(l)
il
(tl)}, where

∑
il
Π̂

(l)
il
(tl) = 1̂ and

l= 1,2, . . . ,k. We convert a Schrödinger-picture observable X̂ to a Heisenberg-picture observable through
X̂(ti) = Û†(t0, ti)X̂Û(t0, ti). Finally, consider a final rank-1 observable ρ̂f(tf)15. A history is defined as

H
(
ρ̂i,Π̂

(1)
i1
,Π̂

(2)
i2
, . . . ,Π̂

(k)
ik
, ρ̂f

)
≡ ρ̂i → Π̂

(1)
i1

(t1)→ Π̂
(2)
i2

(t2)→ ·· · → Π̂
(k)
ik

(tk)→ ρ̂f (tf) . (78)

The history means that a quantum system is initialised in a state ρ̂i at time t0; at time t1, the

system has a property corresponding to Π̂(1)
i1

(t1); at time t2, the system has a property corresponding to

Π̂
(2)
i2

(t2); and so on, until, at the final time tf, the system has a property corresponding to ρ̂f. Given an initial
state ρ̂i and a final observable ρ̂f(tf), one can write down several potential histories. Two histories,

H(ρ̂i,Π̂
(1)
i1
,Π̂

(2)
i2
, . . . ,Π̂

(k)
ik
, ρ̂f) and H⋆(ρ̂i,Π̂

(1)
i⋆1
,Π̂

(2)
i⋆2
, . . . ,Π̂

(k)
i⋆k
, ρ̂f), are said to be consistent with respect to one

another if, and only if, their (normalised) Hilbert–Schmidt inner product vanishes:

Q̃(H,H⋆)≡ 1

Tr(ρ̂f (tf) ρ̂i)
Tr
(
ρ̂f (tf)Π̂

(k)
ik

(tk) · · ·Π̂(1)
i1

(t1) ρ̂iΠ̂
(1)
i⋆1

(t1) · · ·Π̂(k)
i⋆k

(tk) ρ̂f (tf)
)
= 0. (79)

Q̃(H,H⋆) is a KD quasi-probability representing the strength of the quantum interference between two paths
(histories) in Hilbert space.

A family f = {Hi } of histories consists of all the histories

f≡
{
ρ̂i →C

(
A(1)

)
→C

(
A(2)

)
→ ·· · → C

(
A(k)

)
→ ρ̂f

}
, (80)

where C
(
A(l)

)
represents any projector inA(l). A family f = {Hi } of histories is consistent if, and only if,

Q
(
Hi ,Hj

)
= 0 andHi ,Hj ∈ f , ∀i 6= j . (81)

If f is consistent, then Q̃(Hi ,Hi) is a classical conditional joint probability distribution for all Hi ∈ f. Within
the context of a consistent family, one can ask if an individual history has happened. Given consistency, one
can regard Q̃(Hi ,Hi) as the probability that Hi happened.

Often, one is interested only in whether a single history happened. In this case, one need only consider

the minimal family of which that history can be a member. The minimal family of H(ρ̂i,Π̂
(1)
i1
,Π̂

(2)
i2
, . . . ,

Π̂
(k)
ik
, ρ̂f) is

fmin (H)≡
{
ρ̂i →C

({
Π̂

(1)
i1
, 1̂− Π̂

(1)
i1

})
→C

({
Π̂

(2)
i2
, 1̂− Π̂

(2)
i1

})
→ ·· · → C

({
Π̂

(k)
ik
, 1̂− Π̂

(k)
ik

})
→ ρ̂f

}
.

(82)

If fmin (H) is consistent, then the historyH is also said to be consistent. In this case, one can meaningfully ask,
did H occur, or not?

To illustrate the consistent-histories interpretation, we provide an example. Consider a Mach–Zehnder
interferometer [240, 241] as shown in figure 11 . We associate the lower paths (green) with the state |0〉 and
the upper paths (blue) with the state |1〉. At time t0, a quantum particle is prepared in the state ρi = |0〉〈0|.
Just before time t1, a 50–50 beam-splitter implements the unitary operator ÛBS(t0, t1) = e−i π4 σ̂y . Just before

14 The theory accommodates more-general positive-operator-valued measures, however. Via Steinspring dilation, a positive-operator-
valued measure defined one Hilbert space is equivalent to a projector-valued measure on a larger Hilbert space. (Non-unique dilations
are problematic for ontic interpretations.).
15 Generalisations of this setting are described in [9, 239].
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Figure 11.Mach–Zehnder histories. A Mach–Zehnder interferometer. The quantum particle is initialised in the lower path.
Hollow rectangles represent 50–50 beam-splitters; shaded rectangles represent mirrors.

time t3, another 50–50 beam-splitter implements ÛBS(t2, t3) = e−i π4 σ̂y . In a final event, the particle has the
property ρf(t4) = |1〉〈1| at time t4.

We wish to say something about the particle’s position property at time t2, between the two
beam-splitters. According to the Copenhagen interpretation, we cannot say anything about this property at
t2, because no measurement was made. Let us now analyse the problem from the consistent-histories
perspective. We want to ask, at t2, if the particle had the property Π̂0 ≡ |0〉〈0| (was on the lower path) or had
the property Π̂1 ≡ |1〉〈1|= 1̂− Π̂0 (was on the upper path). Define the histories

H0 ≡ ρ̂i → Π̂0 (t2)→ ρ̂f (t3) and (83)

H1 ≡ ρ̂i → Π̂1 (t2)→ ρ̂f (t3) . (84)

{H0,H1} forms the minimal family for H0 and for H1; we call this family f(0/1). We can calculate
Q̃(H0,H1) = Q̃(H1,H0) =

1
4 . Thus, according to the consistent-histories interpretation, one cannot ask, in a

meaningful way, if the particle was in the upper or lower path at t2.
Instead, let us define |±〉= 1√

2
(|0〉± |1〉). We now ask whether, at t2, the particle had the property

Π̂+ ≡ |+〉〈+| or the property Π̂− ≡ |−〉〈−|= 1̂− Π̂+. Each of the histories

H+ ≡ ρ̂i → Π̂+ (t2)→ ρ̂f (t3) and (85)

H− ≡ ρ̂i → Π̂− (t2)→ ρ̂f (t3) (86)

has the minimal family f(+/−) ≡ {H+,H−}. We can calculate Q̃(H+,H−) = Q̃(H−,H+) = 0. Thus,
according to the consistent-histories interpretation, one can ask meaningfully if the particle had the property
of a |+〉-type or a |−〉-type superposition at t2. In fact, Q̃(H+,H+) = 1. Therefore, the consistent-histories
interpretation implies that a particle initially in ρi = |0〉〈0| and finally in ρf = |1〉〈1| definitely had the
property Π̂+ = |+〉〈+| at t2.

8.3. Contextuality
According to a useful notion of non-classicality, an experiment is called non-classical when explaining it
requires radical departures from the classical world-view [242]. Bell non-locality [243] is arguably the
strongest notion of non-classicality. However, it can be provably identified only in experiments involving
space-like-separated systems. A more widely applicable notion is contextuality, first developed by Kochen
and Specker [244–246]. Spekkens generalised the notion later [247, 248]. Below, we review Kochen–Specker
contextuality and generalised contextuality and their connections with KD distributions.

8.3.1. Kochen–Specker contextuality
In classical physics, one can ascribe exact physical properties to objects. For example, even if all measuring
rods’ imperfections lead to uncertainty in the measurement of a room’s length, one assumes that the room
has an exact length. However, a property of a quantum object, as registered by a measurement, may depend
on the measurement’s context—on which other properties were measured simultaneously. This dependence
is contextuality.

The initial demonstration of Kochen–Specker contextuality involved sharp measurements of rank-1
projectors. Consider a set of rank-1 projector observables: G ≡ {Â(1), Â(2), . . . , Â(n)}. Denote the ith
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eigenvalue of projector j by a( j)ij
∈ {0,1}. A Kochen–Specker context cKS is a subset of compatible observables

in G, i.e. cKS ⊆ G. For any given context cKS, there is a probability distribution over the eigenvalues a( j)ij
of

each observable Â( j) ∈ cKS. As all observables in cKS are compatible, one can construct a joint probability

consistent with the observables’ individual probabilities: PcKS({a
( j)
ij

| Â( j) ∈ cKS}). An experiment is
Kochen–Specker non-contextual if there exists a global probability assignment over the products of the
outcomes of all the observables in G, such that it is compatible with the outcome probabilities

PcKS({a
( j)
ij

| Â( j) ∈ cKS) of any considered context cKS. If not, the experiment is Kochen–Specker contextual.
One might wish to ascribe to a quantum system exact physical properties, corresponding to the

observables, as in classical physics. Which necessary properties of PcKS({a
( j)
ij

| Â( j) ∈ cKS}) enable such an

ascription? Consider contexts cKS and c ′KS associated to probability distributions PcKS and Pc′KS . Consider

marginalising PcKS over the outcomes of the observables absent from c ′KS. We denote the marginal by P̃cKS , and
we define P̃c ′KS analogously. In terms of these distributions, we can state a condition necessary for the
existence of a global probability assignment over the observables in G [249]:

P̃cKS

({
a( j)ij

| Â( j) ∈ cKS ∩ c ′KS

})
= P̃c′KS

({
a( j)ij

| Â( j) ∈ cKS ∩ c ′KS

})
, ∀cKS, c ′KS. (87)

We now specify the forms assumed by the joint probabilities PcKS({a
( j)
ij

| Â( j) ∈ cKS}) in any
Kochen–Specker–non-contextual model. Consider measuring any observable. The outcome follows
deterministically from a hidden variable, regardless of the context, in any non-contextual Kochen–Specker
theory. This hidden variable is called an ontic state and denoted by λ ∈ Λ. Λ is a discrete or continuous set of
ontic states. Now, consider measuring all the observables in a context cKS. We obtain the outcomes

{a( j)ij
| Â( j) ∈ cKS}, in any non-contextual Kochen–Specker theory, with a probability

PcKS

({
a( j)ij

| Â( j) ∈ cKS
})

=
∑
λ

P(λ)P
({

a( j)ij
| Â( j) ∈ cKS

}
|λ
)
. (88)

The conditional probability factorises:

P
({

a( j)ij
| Â( j) ∈ cKS

}
|λ
)
=

∏
a( j)ij

: Â( j)∈cKS

P
(
a( j)ij

|λ
)
∈ {0,1} . (89)

The reason PcKS({a
( j)
ij

| Â( j) ∈ cKS}) can be expressed as a product is that P(a( j)ij
|λ) ∈ {0,1}, because

Kochen–Specker theory concerns deterministic hidden-variable models.
Kochen and Specker introduced example contexts in which a quantum system has properties represented

by projectors. If the system is in one of certain quantum states, no definite (0 or 1) value can be ascribed to
those properties [245]. Hence quantum theory is contextual in the Kochen–Specker sense. Other researchers
simplified the initial proofs [250–255]. Whilst quantum theory is Kochen–Specker contextual, certain
quantum experiments can be explained by Kochen–Specker non-contextual ontic models. In such
experiments, one can ascribe definite properties to projective observables of a system, irrespectively of how
these properties may be measured. With respect to the theory of Kochen and Specker, these experiments are
deemed classical.

KD distributions offer promise for elucidating Kochen–Specker contextuality and the logical paradoxes
stemming from it. Many aspects of Kochen–Specker contextuality connect to weak values (see section 4) and
thus indirectly to KD distributions [256–260]. These connections invite further exploration. Here, we review
the Kochen–Specker inequality proved by Klyachko, Can, Binicioğlu and Shumovsky (KCBS) [246, 255]. We
highlight its close connection with KD distributions.

The setup includes a Hilbert space of dimensionality d= 3, the least dimensionality in which one can
prove Kochen–Specker contextuality [246]. Consider 5 real qutrit vectors |vj〉, wherein j ∈ {0,1,2,3,4}.
Relative to a computational basis, |vj〉 is represented by a list of three real numbers:

|vj〉=
(
sin(θ) sin

(
ϕj
)
, sin(θ)cos

(
ϕj
)
, cos(θ)

)⊤
, (90)

where cos(θ) = 1
4√5

and ϕj = (2j + 1 mod 5)× 2π
5 . We can regard equation (90) as specifying the x-, y-, and

z-coordinates of a point in three-dimensional space. In this way, we depict |v0,...,4〉 with solid yellow lines in
the KCBS pentagram of figure 12.

From the vectors, we form five observables:

Â( j) ≡ 2|vj〉〈vj| − 1̂. (91)
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Figure 12. KCBS pentagram. The solid yellow arrows on R3 represent the five real vectors |vj⟩, wherein j ∈ {0,1,2,3,4}. A
dashed green line represents the quantum state |ψ ⟩= (0,0,1)⊤.

Above, we defined the Â( j) as projectors, whose eigenvalues lie in {0,1}. To simplify later algebra, we have

rescaled and shifted the spectra: the eigenvalues a( j)ij
of Â( j) are+1,−1, and−1, for all j. The observables

share another important property: consider any two vectors connected by a salmon dashed line in figure 12.
The corresponding vectors are orthogonal: [Â( j), Â( j+1 mod 5)] = 0 for all j.

KCBS introduced a set of five contexts, each formed from two commuting (compatible) observables:
{(Â(0), Â(1)), (Â(1), Â(2)), (Â(2), Â(3)), (Â(3), Â(4)), (Â(4), Â(0))}. Using these contexts, one can define a
correlation function:

S≡ 〈Â(0)Â(1)〉+ 〈Â(1)Â(2)〉+ 〈Â(2)Â(3)〉+ 〈Â(3)Â(4)〉+ 〈Â(4)Â(0)〉. (92)

KCBS bounded S, using properties of the observables’ eigenvalues, as follows. Recall that each eigenvalue

a( j)ij
=±1. Therefore, (a( j)ij

)2 = 1, and
(
a(0)i0

a(1)i1

)(
a(1)i1

a(2)i2

)(
a(2)i2

a(3)i3

)(
a(3)i3

a(4)i4

)(
a(4)i4

a(0)i0

)
= 1. [255]

Furthermore, since each a( j)ij
=±1, at least one parenthesised factor equals 1. Hence, if we exchange

parentheses for pluses,

a(0)i0
a(1)i1

+ a(1)i1
a(2)i2

+ a(2)i2
a(3)i3

+ a(3)i3
a(4)i4

+ a(4)i4
a(0)i0

⩾−3. (93)

The sum saturates the bound if 4 of the terms (the greatest possible number of terms) equal−1. Let us
combine this inequality with equations (89), (92), and the upper bound of 1 on each probability:

S=
∑
i0,...,i4

P
(
a(0)i0

,a(1)i1
,a(2)i2

,a(3)i3
,a(4)i4

|λ
)(

a(0)i0
a(1)i1

+ a(1)i1
a(2)i2

+ a(2)i2
a(3)i3

+ a(3)i3
a(4)i4

+ a(4)i4
a(0)i0

)
⩾−3 (94)

in every non-contextual deterministic hidden-variable model.
One can rephrase equation (92) in terms of a KD distribution: in terms of the five-extended KD

quasi-probability

Qi0,i1,i2,i3,i4 (ρ̂)≡ 〈a(4)i4
|a(3)i3

〉〈a(3)i3
|a(2)i2

〉〈a(2)i2
|a(1)i1

〉〈a(1)i1
|a(0)i0

〉〈a(0)i0
|ρ̂|a(4)i4

〉, (95)

the correlator is

S(Q(ρ̂)) =
∑
i0,...,i4

Qi0,...,i4 (ρ̂)
(
a(0)i0

a(1)i1
+ a(1)i1

a(2)i2
+ a(2)i2

a(3)i3
+ a(3)i3

a(4)i4
+ a(4)i4

a(0)i0

)
. (96)

RestrictingQ(ρ̂) to be a probability distribution, one reproduces the non-contextuality bound equation (94):

max
Qi0,...,i4∈[0,1]

S(Q(ρ̂))⩾−3. (97)
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Thus, if the KD distribution Qi0,...,i4(ρ̂) is positive, then S⩾−3, and a Kochen–Specker non-contextual
model describes the state. A non-positive KD distribution may break the bound. For example, define
|ψ 〉= (1,0,0)⊤ and ρ̂= |ψ 〉〈ψ |. The quasi-probability Qi0,...,i4(ρ̂) assumes negative values and violates the
non-contextual inequality:

S(Q(ρ̂)) = 5− 4
√
5≈−3.9. (98)

To summarise, non-positive quasi-probabilities in the KD distribution Qi0,...,i4(ρ̂) are necessary for breaking
the Kochen–Specker non-contextual inequality of Klyachko et al

8.3.2. Generalised contextuality
Kochen–Spekker contextuality can be ascribed only to deterministic hidden-variable models of quantum
experiments that involve projective measurements. Spekkens lifted these restrictions in two ways, in
developing generalised contextuality [248]. First, any ontological model may have generalised
contextuality—not only deterministic hidden-variable models of quantum mechanics. Second, preparations,
general measurements, and transformations can be contextual—not only projective measurements. Below,
we introduce generalised contextuality. We then explain that, if a particular protocol for measuring the KD
distribution yields non-positive values, the protocol is contextual. Afterwards, we discuss how KD
distributions witness generalised contextuality in enhanced work extraction and in breaking bounds on
thermodynamic currents.

Non-contextuality, in its generalised form [247, 248], is the property that a physical theory does not
introduce distinct mathematical representations of operationally indistinguishable phenomena within a class
of theories known as ontological models. In other words, if two things cannot be distinguished, they are the
same thing within the ontological model. For example, Einstein, in his ‘On the Electrodynamics of Moving
Bodies’ [261], criticised the way in which electrodynamics (as understood at the time via the notion of ether)
assigns distinct physical descriptions to a metallic ring moving towards a magnet and to a magnet moving
towards a ring. After all, the two experiments are impossible to tell apart by any measurement. One can argue
that the theory-selection principle being applied is non-contextuality [262].

The word ontological labels a theory of an underlying physical reality. The underlying physical reality may
be inaccessible (hidden). An experiment consists of preparation procedures P , transformation procedures
T , and measurement procedures M . These generate a set {P(k|P,T ,M )}P,T ,M of outcomes statistics.
p(k|P,T ,M ) denotes the probability of observing outcome k, given that we prepared the system according
to P , transformed it according to T and measured it according to M . An ontological model associates to
operational procedures (preparations, transformations and measurements) probabilistic representations
over a measurable state space Λ [247], the set of physical states. We model a preparation procedure P by
sampling λ ∈ Λ according to a probability distribution PP(λ). Each transformation T is modelled by a
matrix; each element PT (λ ′|λ) equals the probability of jumping from λ to λ ′. Each measurement
procedure M is modelled by another matrix; each element PM (k|λ ′) equals the probability of obtaining
outcome k, given the ontic state λ ′.

The maps P 7→ PP , T 7→ PT and M 7→ PM must be convex-linear. This property ensures a reasonable
probabilistic interpretation. For example, imagine tossing a fair coin to decide whether we follow the
preparation procedure P1 or P2. The ontological model must assign the probability [PP1(λ)+ PP2(λ)]/2
to the physical state λ. From the propagation of probabilities, an ontological model predicts that outcome k
will occur with a probability

P(k|P,T ,M ) =

ˆ
Λ

dλ

ˆ
Λ

dλ ′PM (k|λ ′) PT (λ ′|λ) PP (λ) . (99)

See [263] for an introduction to ontological models.
Ontological models, unless otherwise restricted, can reproduce nearly anything. For example, consider a

quantum experiment. In the quantum formalism, P is represented by a pure state |ψ〉 ∈ Cd, T by a d× d
unitary Û and M by a projective measurementM= {|k〉〈k|}dk=1. By the Born rule, P(k|P,T ,M ) =
|〈k|Û|ψ〉|2. The right-hand side of equation (99) can reproduce this function if Λ consists of normalised pure
states. In this model, whose ontic states are normalised pure states, the following assignments are made:
Pψ(λ) = δ(λ−ψ), PT (λ ′|λ) = δ(λ ′ − Ûψ) and PM (k|λ ′) = |〈k|λ ′〉|2 [264]. On can represent, within the
ontological model, a general preparation procedure P with a probability measure on Λ:

PP (λ) =
∑
n

Pnδ (λ−ψn) =
∑
n

PnPψn (λ) , such that
∑
n

Pn = 1. (100)

32



New J. Phys. 26 (2024) 121201 D R M Arvidsson-Shukur et al

Hence a general ontological model can model any quantum experiment. Ontological models need not be
deterministic. For example, in the above model, λ determines the measurement outcome probabilistically.

Non-contextuality can restrict ontological models to satisfy a notion of classicality. Imagine preparing
two copies of a system according to two different procedures, P and P ′. Suppose that we obtain the same
measurement statistics, no matter which measurements M we conduct: P(k|P,M ) = P(k|P ′,M ) for all k
and M . This condition, known as an operational equivalence, is denoted by P ∼ P ′ [248].
Non-contextuality requires that the ontological model assign the same distribution over λ to both
preparations: PP(λ) = PP ′(λ) for all λ. For example, consider forming a non-contextual description of the
preparation of a density operator ρ̂. We must represent ρ̂ by the same Pρ̂(λ), independently of the pure-state
mixture used to prepare ρ̂. The previous example of an ontological model for quantum mechanics is
contextual (is not non-contextual). Indeed, PP can differ from PP ′ (see equation (100)), while

ρ̂P =
∑
n

Pn|ψn〉〈ψn|= ρ̂P ′ =
∑
n

P ′
n|ψ ′

n〉〈ψ ′
n|. (101)

In other words, in contextual models, different procedures P can yield different PP , while nevertheless
yielding the same density matrix (see equation (100)) and hence the same experimental outcomes. In
non-contextual models P ∼ P ′ implies PP(λ) = PP ′(λ). Similarly, consider two transformations that
realise the same quantum channel C. Non-contextuality requires that the transformations be assigned the
same PC(λ ′|λ). A similar rule governs two measurements associated to the same positive-operator-valued
measureM. The measurements are assigned the same PM(k|λ) in any non-contextual model. In short,
generalised non-contextuality is the property that operational equivalence implies ontological identity.

Generalised non-contextuality relates to Kochen–Specker contextuality (outlined above) as follows.
Consider a sharp measurement represented, in quantum theory, by the projector-valued measures
M= {Π̂k}. Sharp measurements are commonly assumed to obey outcome determinism in classical
theories [248]. That is, the ontic state λ is assumed to dictate a measurement’s outcome deterministically:
PM(k|λ) ∈ {0,1}. Consider sharp measurements whose projector-valued measures,M1 andM2, share a
projector Π̂k⋆ : Π̂k⋆ ∈M1 ∩M2. By the above definitions of generalised measurement non-contextuality,

PM1 (k
⋆|λ) = PM2 (k

⋆|λ) . (102)

As k⋆ labels a projector Π̂k⋆ , outcome determinism ensures that [153]

PM1 (k
⋆|λ) = PM2 (k

⋆|λ) ∈ {0,1} . (103)

The first equality implies that the probability of observing k⋆ does not depend on the context within which
the projector is measured (does not depend on whetherM1 orM2 is measured). The second equality states
that the k⋆ outcome’s probability equals 0 or 1, depending on the ontic state λ. The present problem satisfies
the definition of Kochen–Specker non-contextuality (equation (89), etc). To summarise, under the
assumption of outcome determinism and sharp measurements, generalised measurement non-contextuality
implies Kochen–Specker non-contextuality.

From an experimental viewpoint, operational equivalence need not be checked exactly. In fact, they
cannot be. Fortunately, contextuality proofs can accommodate experimental imperfections, e.g. [265–267].
Experimental contextuality tests must check operational equivalences for a tomographically complete set of
preparations and measurements. To achieve this complete testing one can rely on quantum mechanics to tell
us what these tomographically complete sets are. Alternatively, we can perform theory-agnostic
generalised-probabilistic-theory tomography [268, 269]. For other questions related to generalised
contextuality and its experimental testing, see [270].

If an experiment {P(k|P,T ,M )}P,T ,M is contextual, no non-contextual ontological model satisfies
equation (99). Contextuality has been identified in (specific aspects of) experiments that involve state
discrimination [265, 271], approximate cloning [266], uncertainty relations [272], interference [271],
randomness certification [273] and more. However, we focus on the link between contextuality and
quasi-probabilities—specifically, the KD distribution.

A positive quasi-probability representation of quantum mechanics (or of a subtheory of quantum
mechanics) assigns to each density operator ρ̂, quantum channel C and positive-operator-valued measure
M= {M̂k} probability distributions Pρ̂(λ), PC(λ ′|λ) and PM(k|λ) over a measurable space Λ [37]. Density
operators, channels and positive-operator-valued measures can be understood as equivalence classes of
preparation procedures, transformations and measurements. (The equivalence refers to the above sense of
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operational equivalence.) Hence, two conditions are equivalent: the existence of a non-contextual ontological
model for an experiment and the existence of a positive quasi-probability representation of the
experiment [11]. In other words, contextuality is equivalent to the negativity or non-reality of every
quasi-probability representation of the experiment. A particular quasi-probability’s negativity does not
suffice for proving contextuality, generally. (However, the condition can suffice in some subtheories of
quantum mechanics [274].) Nevertheless, there exist surprisingly direct connections between the KD
distribution and generalised contextuality.

Suppose that a KD distribution has negative real part:

Re
(
Qj,k (ρ̂)

)
= Re

(
Tr
(
Π̂

(B)
k Π̂

(A)
j ρ̂

))
< 0. (104)

The following sequential-measurement scheme (the weak-value experiment described in section 4.1) is then

contextual [267, 275]: weakly measure {Π̂(A)
j } (measuring the meter’s position eigenbasis), then strongly

measure {Π̂(B)
k }. No non-contextual ontological model can explain the set {P(k|P,T ,M )}P,T ,M of

outcome statistics (including the statistics that support the operational equivalences) [275]. Therefore, KD
negativity implies the negativity of every quasi-probability representation of this experiment. Similarly,
suppose that Im(Qj,k(ρ̂)) 6= 0. An analogous scheme, in which the meter’s momentum eigenbasis is
measured, is contextual [267]. Even if a continuous meter’s outcomes are coarse-grained (even if a qubit
replaces the meter), the results hold [267]. In conclusion, KD non-positivity and contextuality characterise
an experiment that reports an anomalous weak value [267, 275].

The KD distribution also witnesses contextuality in the context of work extraction (and injection), in the
linear-response regime discussed in section 6 [170]. We have already mentioned that the work scales as O(g)
only when a the imaginary part of an average with respect to a KD distribution is non-zero. Otherwise, the
work scales as O(g2). More precisely,

〈W〉= 2gτ

h̄
Im(Tr(H0V̄I (τ) ρ̂))+O

(
g2
)
. (105)

This expression connects the work’s O(g) behaviour with a KD quantity’s being non-zero:
Im(Tr(H0V̄I(τ)ρ̂)) 6= 0. This result says nothing directly about contextuality. However, a work-extraction
transformation T (a unitary in quantum mechanics), in the presence of an extra condition called stochastic
reversibility, can generate O(g) behaviour only if the experiment is contextual [170]. Stochastic reversibility is
the condition under which one can reverse a transformation T , up to first order in g, via probabilistic
mixture with another operation T ∗. That is, there exist transformations T ∗ and T ′ such that

1

2
T +

1

2
T ∗ ∼ (1− pd) I+ pdT

′, (106)

where I is the trivial (identity) transformation and pd = O(g2). Qubit systems always satisfy the above
operational equivalence, according to quantum mechanics.

Complementary to work is heat. As discussed in section 6, KD distributions satisfy many desirable
criteria for distributions characterising measurements of fluctuating work, heat and entropy. Moreover, we
have seen that KD non-positivity witnesses contextuality in experiments that report anomalous weak values.
The connection between such experiments and contextuality has led to theoretical bounds on the average
heat [152] and average work [158] that can flow during a sequential-measurement protocol admitting of a
non-contextual ontological model. These bounds can be broken only if the sequential-measurement process
is contextual. Like heat and work, entropy production is a thermodynamic quantity that fluctuates from trial
to trial. A notion of stochastic entropy production can be defined via KD distributions [160]. A non-real
stochastic entropy production signals the contextuality of a thermodynamic process that involves sequential
measurements [160].

9. Mathematical structure of the KD-positive states and properties of KD non-positivity

If Q(ρ̂) has neither negative nor non-real components, it is a classical probability distribution. A KD
distribution’s ability to assume negative and non-real values allows the distribution to describe quantum
experiments that cannot be described and analysed with classical probability theories. Recall that we refer to
negative or non-real values simply as non-positive, and that we call Q(ρ̂) positive if all its entries are positive
or zero. Consider a KD distribution defined with respect to two operators’s eigenbases. For the KD
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distribution to contain non-positive values, a necessary but insufficient condition is that the operators do not
commute [32]. Thus, KD non-positivity can be seen as a property related to, but stricter than,
non-commutation.

As we saw in previous sections, experiments described by non-positive KD distributions can often
generate data that cannot be generated via sampling from classical joint probability distributions. It is,
therefore, important to understand when a KD distribution is non-positive. In this section, we summarise
the literature on this topic.

9.1. KD positivity
Consider a d-dimensional Hilbert spaceH, as well as k projective positive-operator-valued measures

M(l) ≡ {M̂(l)
il
}, where l= 1,2, . . . ,k. We call a state ρ̂ KD-positive if, for all indices, Qi1,...,ik(ρ̂)⩾ 0. In this

case, Q(ρ̂) defines a probability distribution over the set of indices. KD positivity of ρ̂ depends on the choice
of positive-operator-valued measuresM(l). In what follows, we will not indicate this dependence, the choice
being clear from the context.

We denote the set of all KD-positive states by EKD+. EKD+ is a convex, bounded, closed set. We denote by
E ext
KD+ the set of extreme points16 of EKD+. Further, we denote the set of pure KD-positive states by Epure

KD+. We
denote by conv(E) the set of all convex combinations of the elements of a set E . A convex combination is
defined as a weighted finite sum of elements ρ̂j ∈ E , of the form

∑
jαjρ̂i, such that

∑
jαj = 1 and αj ⩾ 0. One

has that Epure
KD+ ⊆ E ext

KD+, and thus

conv
(
Epure
KD+

)
⊆ conv

(
E ext
KD+

)
= EKD+. (107)

The last equality follows from the Krein–Milman theorem [276].
The following lemma links positivity of the KD distribution of all states to commutativity of the

positive-operator-valued measuresM(l) = {M̂(l)
il
} used in the distribution’s construction.

Lemma 9.1. The two following statements are equivalent:

• For all quantum states ρ̂, the KD distribution is positive: Q(ρ̂)⩾ 0.

• All positive-operator-valued-measure operators pairwise commute:
[
M̂(l)

il
, M̂(l ′)

il′

]
= 0 for all l, l ′ and all il, il′ .

The lemma prevents any state ρ̂ from having negative or non-real KD quasiprobabilities when all the

positive operators M̂(l)
il

commute pairwise. By contraposition, the lemma also guarantees the existence of a
quantum state ρ̂ for which Q(ρ̂) is not a probability distribution, when there exists at least one pair (l, l ′) and

one pair (il, il′) such that M̂(l)
il

and M̂(l ′)
il′

do not commute. So non-commutativity of measurement operators,
a typical quantum feature linked to incompatibility [277], is a prerequisite for the existence of at least one
state ρ̂ that is not KD-positive. Further links between incompatibility and non-commutativity of observables,
uncertainty of states with respect to observables, and non-positivity of the KD distribution are elaborated
upon in section 9.5 (see [32–34]).

Proof. To begin, we prove that the lemma’s first point implies the second point. For ease of notation, and
without loss of generality, we focus on l= 1 and l ′ = 2. Since Q(ρ̂)⩾ 0 for all quantum states ρ̂,

∀(i1, i2) , Tr
(
M̂(2)

i2
M̂(1)

i1
ρ̂
)
⩾ 0. (108)

This statement governs all pure states, in particular. Therefore, M̂(2)
i2

M̂(1)
i1

⩾ 0 for all (i1, i2). Consequently,

M̂(2)
i2

M̂(1)
i1

is self-adjoint. Thus,

M̂(1)
i1

M̂(2)
i2

= M̂(2)
i2

M̂(1)
i1
, (109)

concluding the proof.
Now, we prove that the lemma’s second point implies the first. Recall that, if X̂ and Ŷ are non-negative

operators (if X̂⩾ 0 and Ŷ⩾ 0) and if they commute, then X̂Ŷ⩾ 0. Therefore, under the hypothesis of the

lemma’s second point, for all (i1, . . . , ik), M̂
(k)
ik

· · ·M̂(1)
i1

⩾ 0.

16 A convex set’s extreme points are the points that do not lie on any open line segment that connects two points in the set.

35



New J. Phys. 26 (2024) 121201 D R M Arvidsson-Shukur et al

9.2. Characterising the set of KD-positive states
A precise, simple characterisation of the KD-positive states is not easy to come by. Most efforts have focused
on the standard KD distribution (equation (14)), for which k= 2. We now discuss these efforts in some

detail. We further suppose that the measurement operators M̂(l)
il
, with l= 1,2, form complete sets

{
Π̂

(l)
il

}
of

one-dimensional orthogonal projectors in a d-dimensional Hilbert space. In other words, there exist two

orthonormal bases, {|ai〉} and{|bj〉}, such that Π̂(1)
i = |ai 〉〈ai | and Π̂

(2)
j = |bj〉〈bj|. For simplicity, we set i≡ i1

and j ≡ i2. We introduce

A= {|ai 〉〈ai |} and B =
{
|bj〉〈bj|

}
. (110)

The union of the projectors onto the basis vectors forms a subset of the pure KD-positive states, which form
a subset of the extremal KD-positive states:

A∪B ⊆ Epure
KD+ ⊆ E ext

KD+. (111)

Indeed, one can straightforwardly check that all the basis states are KD-positive. In view of equation (111), in
the simplest situation,

A∪B = Epure
KD+ = E ext

KD+. (112)

In this situation, EKD+ = conv(A∪B), and EKD+ forms a polytope.
We define a unitary transition matrix Û whose entries are Ûi,j ≡ 〈ai|bj〉. The following result sums up

multiple situations in which equation (112) holds [35].

Theorem 9.2. Suppose that mA,B ≡mini,j
∣∣〈ai|bj〉∣∣> 0. Equation (112) is true under any one of the following

conditions:

1. d= 2.
2. d is a prime number, and the transition matrix Û equals the discrete-Fourier-transform matrix.
3. In any dimension d, for a set of transition matrices Û that has probability 1 in the set of all unitary matrices.

In the three scenarios covered by the theorem, the only extreme KD-positive states are the pure
KD-positive states and the only pure KD-positive states are the basis states belonging toA or B. A more
detailed statement, as well as proofs of parts (1) and (2), appear in [35]. There, part (3) of the theorem is
conjectured. The proof of part (3) appears in [36].

The theorem’s conditionmA,B > 0 can be interpreted as a weak form of incompatibility for the
measurements associated withA and B [34]. As mentioned above,mA,B > 0 also implies that the KD
distribution is informationally complete: It determines ρ̂ uniquely (see equation (15)).

In specific cases, the structure of EKD+ as a convex set can be considerably more complicated than when
the equalities of equation (112) hold. Figure 13 shows a schematic representation of the situation where

A∪B ⊊ Epure
KD+ ⊊ E ext

KD+ . (113)

In this case, some pure KD-positive states are not basis states, and some extreme KD-positive states are
mixed. The latter type of states are KD-positive, yet cannot be expressed as convex combinations of
KD-positive pure states. Such states have been used to investigate fundamental aspects of generalised
contextuality (see section 8.3.2). Certain experiments that measure these states’ KD distributions can be
described by non-contextual models, yet the experiments can verify contextuality [278]. The situation
described in equation (113) arises in dimension d= 3, e.g. for spin-1 systems: One can choose for {|ai〉} the
eigenbasis of the angular-momentum operator Ĵz in the z-direction and, for {|bj〉}, the eigenbasis of the
angular-momentum operator Ĵn̂ for an appropriate rotation axis n̂ [35]. More information about Epure

KD+,

when the transition matrix is a Hadamard matrix (
∣∣〈ai|bj〉∣∣2 = 1

d =mA,B for all i, j), appears in [33, 34, 279].

9.3. Measure of KD non-positivity
If, and only if, a KD distribution is a classical joint probability distribution,

∑
i1,...,ik

|Qi1,...,ik(ρ̂)|= 1. Thus, a
popular measure of a KD distribution’s total non-positivity is

N (Qi1,...,ik (ρ̂)) =
∑
i1,...,ik

|Qi1,...,ik (ρ̂)|⩾ 1, (114)

as defined in [40]. We now list a few properties of this non-positivity measure. Details appear in [32].
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Figure 13. Geometry of the set of KD-positive states. Schematic representation of the situation in whichA∪B ⊊ Epure
KD+ ⊊ Eext

KD+

and the Hilbert space is three-dimensional. The black circle represents the set of pure quantum states. The point C represents a
pure KD-positive state different from the basis states. The point D represents a mixed extreme state of EKD+. The (grey) shaded

area represents the set conv(A∪B). The (orange) horizontally hatched area represents the set conv
(
Epure
KD+

)
. The (green) dotted

area represents the set EKD+.

1. Positivity: a KD distribution is a classical probability distribution if, and only if,N (Qi1,...,ik(ρ̂))= 1.
2. Stricter than non-commutation: ifN (Qi1,...,ik(ρ̂))> 1, then [Â, B̂] 6= 0, [Â, ρ̂] 6= 0 and [B̂, ρ̂] 6= 0. However,

even if [Â, B̂] 6= 0, [Â, ρ̂] 6= 0 and [B̂, ρ̂] 6= 0, the corresponding KD distribution may be positive, such that
N (Qi1,...,ik(ρ̂))= 1.

3. Convexity: the total non-positivity is a convex function with respect to mixed states:
N (Qi1,...,ik

(∑
t ptρ̂t

)
)⩽

∑
t ptN (Qi1,...,ik (ρ̂t)).

4. Extension dependence: a KD distribution Qi1,...,il(ρ̂)may follow from the marginalisation of another KD
distribution, Qi1,...,ik(ρ̂), where k> l. In this case,N (Qi1,...,il(ρ̂))> 1 implies that
N (Qi1,...,ik(ρ̂))⩾N (Qi1,...,il(ρ̂))> 1.

5. Coarse-graining: a KD distribution Qi1,...,ik(ρ̂)may represent a state ρ̂ in terms of measurement operators
that result from coarse-graining the operators in another KD distribution, Q ′

i ′1 ,...,i
′
k
(ρ̂), where k ′ > k. In

this case,N (Qi1,...,ik(ρ̂))⩽N (Q ′
i ′1 ,...,ik′

(ρ̂)).
6. Maximum value: consider the KD distributions defined in terms of projective positive-operator-valued

measuresM(1), . . . ,M(k) (see section 2.5). For such KD distributions, the maximum value ofN depends
on both the Hilbert-space dimension d and the extendedness k:

max
ρ̂,M(1),...,M(k)

{N (Qi1,...,ik (ρ̂))}= d(k−1)/2. (115)

To elucidate when the maximum, equation (115), attains, we reviewmutually unbiased bases. Bases
{|ai 〉} and {|bj〉} aremutually unbiased if

|〈ai|bj〉|= 1/
√
d , (116)

for all i, j. For details, see [280]. Suppose that a basis {|a(l)il 〉} is mutually unbiased with respect to {|a(l⊕1)
il⊕1

〉},
for all l= 1,2, . . . ,k. The⊕ represents addition modulo k. Suppose, further, that ρ̂ is pure and that

〈a(1)i1
|ρ̂|a(1)i1

〉= 〈a(k)ik
|ρ̂|a(k)ik

〉= 1/d for all i1 and ik. This situation achieves the maximum equation (115).
Conceptually, the neighbouring vectors in equation (27) should be mutually unbiased.
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9.4. KD non-positivity and coherence
Quantum superpositions play an important role in the study of non-classicality. Furthermore,
superpositions accompany coherence. Therefore, we will sketch a connection between KD non-positivity and
quantum coherence.

We begin with background information about coherence. Consider a basis {|ai 〉}. In terms of it, we can
express a quantum state ρ̂ as

ρ̂=
∑
i,j

ρi,j|ai 〉〈aj|, (117)

wherein ρi,j ≡ 〈ai |ρ̂|aj〉. ρ̂ is incoherent with respect to the basis {|ai 〉} if ρi,j = 0 for all i 6= j. If ρi,j 6= 0 for any
i 6= j, then ρ̂ is coherent with respect to {|ai 〉}. A popular measure of quantum coherence is based on the ℓ1
norm. Denote by I{|ai ⟩} the set of all {|ai 〉}-incoherent states. The ℓ1 coherence of ρ̂ with respect to {|ai 〉} is

Cℓ1 (ρ̂;{|ai 〉})≡ min
σ̂∈I{|ai ⟩}

{||ρ̂− σ̂||ℓ1}=
∑
i̸=j

|ρi,j|. (118)

The KD distribution Qi,j(ρ̂) = 〈bj|ai〉〈ai|ρ̂|bj〉 quantifies coherence [281–283]. Consider summing the
absolute values of the quasi-probabilities imaginary components, then maximising over all bases {|bj〉}:

CKD (ρ̂;{|ai 〉})≡ max
{|bj⟩}

{N (ImQ(ρ̂))}= max
{|bj⟩}

∑
i,j

{
|Im〈bj|ai〉〈ai|ρ̂|bj〉|

}
. (119)

CKD (ρ̂;{|ai 〉}) witnesses coherence faithfully: CKD (ρ̂;{|ai 〉}) = 0 if and only if ρ̂ is incoherent in {|ai 〉}.
Budiyono et al [281–283] demonstrate further relationships between CKD (ρ̂;{|ai 〉}) and coherence.

Another KD distribution is more directly related to Cℓ1 (ρ̂;{|ai 〉}). Consider the extended KD
distribution Q⋆i,j,k(ρ̂) = 〈aj|bk〉〈bk|ai 〉〈ai|ρ̂|aj〉, wherein {|bk〉} is mutually unbiased with respect to {|ai 〉}:
|〈ai|bk〉|= 1/

√
d, for all i and j. The total non-positivity (equation (114)) minus 1 equals the ℓ1 measure of

coherence:

N (Q⋆ (ρ̂))− 1=−1+
∑
i,j,k

|〈aj|bk〉〈bk|ai 〉〈ai|ρ̂|aj〉|=−1+
∑
i,j

|〈ai|ρ̂|aj〉|= Cℓ1 (ρ̂;{|ai 〉}) . (120)

9.5. KD-positivity witnesses, uncertainty and (complete) incompatibility
As pointed out in section 2.6, whether a KD distribution is positive or non-positive can be of operational
importance. A witness of this property is the total non-positivity, defined in equation (114). A state ρ̂ is
KD-positive (ρ̂ ∈ EKD+) if and only ifN [Qi1,...,ik(ρ̂)] = 1. Thus,N (Qi1,...,ik(ρ̂)) faithfully witnesses KD
non-positivity, much as the Wigner negative volume faithfully witnesses Wigner non-positivity [284].
However, to computeN (Qi1,...,ik(ρ̂)), one must know the full KD distribution. One might therefore seek a
witness whose computation requires less information. Below, we review such witnesses.

From a theoretical perspective, an interesting witness is a state’s support uncertainty, which we now
introduce and study further. We, again, restrict our analysis to the standard KD distribution with respect to
orthonormal bases {|ai 〉} and {|bj〉}. Let ♯X denote the cardinality of the set X. Let |ψ〉 ∈ H denote a pure
state. We define as follows the support uncertainties of |ψ〉 in the bases {|ai 〉} and {|bj〉}:

nA (ψ)≡ ♯{i ∈ [1,d] | 〈ai|ψ〉 6= 0} , and nB (ψ)≡ ♯
{
j ∈ [1,d] | 〈bj|ψ〉 6= 0

}
. (121)

To interpret these definitions, we imagine expanding |ψ〉 in the basis {|ai〉} [{|bj〉}]. The number of
non-vanishing expansion coefficients is nA(ψ) [nB(ψ)]. nA(ψ) and nB(ψ) enable the construction of an
inequality [286] that can be viewed as an uncertainty relation:

nA (ψ) nB (ψ)⩾M−2, wherein M≡max
i,j

{
|〈ai|bj〉|

}
. (122)

The more |ψ〉 is localised in the {|ai 〉} basis, the less the state must be localised in the {|bj〉} basis, and vice
versa.

Figure 14 illustrates the lower bound inequality (122) with three examples of mutually unbiased bases.
The set of points (nA(ψ),nB(ψ)) in the nA-nB plane maps out an uncertainty diagram for the two bases. It
is known that, for any bases {|ai〉} and {|bj〉}, any state |ψ〉 that saturates inequality (122) is
KD-positive [33]. The reverse implication is not generally true, however [33]. If the bases are mutually
unbiased (M=mA,B = 1/

√
d), nevertheless, saturating inequality (122) is equivalent to |ψ〉’s being

KD-positive [137]. The three panels of figure 14 reflect this relation. As a result of this relation, for mutually
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unbiased bases in prime dimension, the only pure KD-positive states are the bases’ elements. For further
results about the geometric structure of the set of KD-positive states, see section 9.2 and [35].

Let us further explore the links amongst incompatibility, uncertainty and KD non-positivity in the
general case—when the bases are not necessarily mutually unbiased bases. A different, additive uncertainty
relation is more pertinent than inequality (122). The support uncertainty [33] is defined by

nA,B (ψ)≡ nA (ψ)+ nB (ψ) . (123)

This quantity is linked to KD positivity through the following theorem [33].

Theorem 9.3. Suppose that mA,B ≡mini,j
{∣∣〈ai|bj〉∣∣}> 0. If |ψ 〉〈ψ | ∈ EKD+, then nA,B(ψ)⩽ d+ 1.

The theorem implies an uncertainty relation: If the uncertainty nA,B(ψ)> d+ 1, then the KD
distribution must be non-positive. The bound of Theorem 9.3 holds even whenmA,B = 0, such that the
matrix with elements 〈ai|bj〉 has zeroes, if there are not too many zeroes [33]. In the absence of constraints on
the two bases, other than that none of the |bj〉s are parallel to any of the |ai〉s, the upper bound becomes
nA,B(ψ)⩽ 3

2d [32]. Intermediate estimates of the type nA,B(ψ)⩽ d+ s, with 1⩽ s⩽ d
2 , were recently

proven in [287] under suitable conditions on the structure of the transition matrix Û. [32] encompasses also
scenarios in which the KD distribution is expressed in terms of projectors other than rank-1 projectors.

Theorem 9.3 implies that the support uncertainty is a KD-positivity witness for pure states: If nA,B(ψ) is
large, then |ψ 〉 is not KD-positive. However, nA,B(ψ) is not always a faithful witness: There may exist states
|ψ〉 for which nA,B(ψ)⩽ d+ 1 but that are nevertheless KD-non-positive. See the three panels of figure 14
for an example. The support uncertainty nevertheless has an advantage over the total non-positivity: limited
information about the pure state |ψ〉 suffices to determine the support uncertainty. An extension of this
result to mixed states appears in [288]. The extension involves the convex roof of the support uncertainty.

Theorem 9.3 states that pure KD-positive states have low support uncertainty nA,B: no pure KD-positive
state can lie above the line nA,B = d+ 1. Figure 14 illustrates this observation. Further examples appear
in [33, 34]. Theorem 9.3, as such, evokes quantum optics. There, the Glauber–Sudarshan function of pure
states is positive only for coherent states, which minimise (∆x)2 +(∆p)2 (the sum of two conjugate
quadratures’ squared uncertainties). Unlike in quantum optics, however d+ 1 does not necessarilyminimise
the support uncertainty nA,B. Figure 14 evidences this fact. Nevertheless, the analogy with quantum optics
can be sharpened through complete incompatibility, introduced in [33, 34], to which we now turn our
attention.

Two observables are said to be incompatible when they do not commute. This notion is weak: In the
context of equation (5), it means that at least one of the elements in {|ai 〉} and one of the elements in {|bj〉}
satisfy 0< |〈ai|bj〉|< 1. This criterion is satisfied if the bases are not permutations of one another. A slightly
stronger requirement is thatMA,B ≡maxij{|〈ai|bj〉|}< 1, which follows frommAB ≡minij{|〈ai|bj〉|}> 0.
This latter statement guarantees that all |ai〉s are distinct from all |bj〉s. The latter statement also entails that, if
a measurement of {|ai 〉} yields the outcome ai, then a subsequent measurement of {|bj〉} can yield any value
bj. The uncertainty in this outcome is maximal for mutually unbiased bases, for whichMA,B =mA,B = 1√

d
(see equation (116)). For this reason, mutually unbiased bases are sometimes calledmaximally incompatible.
To introduce complete incompatibility of the bases {|ai 〉} and {|bj〉}, we proceed as follows.

We consider measurements of Π̂A(S) and Π̂B(S). We regard these measurements as coarse-grained
measurements of the observables Â and B̂. For all subsets S,T⊂ {1,2, . . . ,d}, we let

Π̂A (S) =
∑
i∈S

|ai 〉〈ai | and Π̂B (T) =
∑
j∈T

|bj〉〈bj|. (124)

In what follows, we shall designate by ♯S the number of elements belonging to S.
Suppose that a system is prepared in a state |ψ〉, a measurement of the projector Π̂A(S) yields the

outcome 1, and a subsequent measurement of Π̂B(T) also yields 1. The system is then in the non-normalised
state Π̂B(T)Π̂A(S)|ψ〉. Suppose, now, that a subsequent measurement of Π̂A(S) yields the outcome 1 with
probability 1. In other words, suppose that the measurement of Π̂B(T) has not disturbed the outcome of the
previous measurement of Π̂A(S). This condition is met only if Π̂B(T)Π̂A(S)|ψ 〉 ∈ Π̂A(S)H—in other
words, provided that

Π̂A (S)H∩ Π̂B (T)H 6= {0} . (125)

Π̂A(S)H denotes the Π̂A(S) eigenspace associated with the eigenvalue 1. Π̂B(T)H is defined similarly.
Subsequent measurements of Π̂A(S) and Π̂B(T) will then consistently yield the outcome 1. Two successive
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Figure 14. Uncertainty diagrams for three mutually unbiased bases. Solid line: nA(ψ)+ nB(ψ) = d+ 1. Dotted curve:
nA(ψ)nB(ψ) = d. Blue dots correspond to KD-non-positive states, and green stars correspond to KD-positive states. The left
diagram is for the Tao matrix [285] in dimension 6; the middle diagram is for the discrete-Fourier-transform matrix in
dimension 7; and the right diagram is for the discrete Fourier-transform matrix in dimension 6.

measurements can be compatible in this way even if Π̂A(S) and Π̂B(T) do not commute; see [34] for
examples.

BasesA and B are said to be completely incompatible when the above-described situation
(equation (125)) is never realised [33, 34]. That is,A and B are completely compatible when, for all S,T with
♯S+ ♯T⩽ d,

Π̂A (S)H∩ Π̂B (T)H= {0} . (126)

The restriction ♯S+ ♯T⩽ d is needed since, whenever ♯S+ ♯T> d, Π̂A(S)H∩ Π̂B(T)H 6= {0} for
dimensional reasons: Sufficiently coarse-grained measurements are always compatible in the above sense
(equation (125)).

For completely incompatible bases, for all |ψ〉 ∈ H,

nA,B (ψ)⩾ d+ 1. (127)

Therefore, if the basesA and B are completely incompatible and if |ψ 〉〈ψ | ∈ EKD+, then nA,B(ψ) = d+ 1. In
other words, when the bases are completely incompatible, the KD-positive states have minimal support
uncertainties. The middle panel of figure 14 realises this situation, but the other two panels do not.

There is an open, dense set of bases that are completely incompatible [34]. However, it is not generally
straightforward to determine if two given bases are completely incompatible. For example, consider two
bases whose transition matrix is the discrete Fourier transform. These bases are completely incompatible
only when the dimension d is prime [35]. Consequently, not all mutually unbiased bases are completely
incompatible. In other words,maximal incompatibility does not imply complete incompatibility. Figure 14
illustrates this phenomenon. [287] proposes a further extension of the notion of complete incompatibility. In
summary, the KD distribution can be a useful tool for designing and studying notions of incompatibility that
extend beyond non-commutation.

10. Conclusion and outlook

Throughout this article, we have provided a comprehensive review of use cases of the KD distribution. In
section 2, we defined the KD distribution and showed that it obeys a quasi-probabilistic version of Bayes’
theorem. In section 3.1, we showed that non-real KD quasi-probabilities signal the disturbance of
measurement-outcome probabilities. Similarly, as we outlined in section 3.2, one’s ability to conduct
quantum metrology, to learn unknown parameters encoded in a quantum state, hinges on non-real KD
quasi-probabilities. In post-selected quantum metrology, one passes several quantum particles through a
filter that distils their metrological information into the particles which pass the filter. In section 3.3, we
showed that the rate of information distillation could be arbitrarily large if a KD distribution has negative
components. In section 4, we reviewed weak values, pre- and post-selected observable averages of quantum
states. We showed that non-positive KD distributions can lead to a weak value that lies outside the measured
observable’s spectrum. We also reviewed how such anomalous weak values can amplify metrological
sensitivity to small unknown parameters. In section 5, we introduced the continuous-variable KD
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distribution. Then, we reviewed how measurements of continuous-variable KD distributions have been used
to directly measure quantum wavefunctions.

In classical thermodynamics, probability distributions describe statistic work and heat exchanges. In
section 6, we showed how KD distributions can describe statistic exchanges in quantum thermodynamics. In
section 7, we introduced the OTOC, a popular witness of many-body quantum chaos. First, we showed that
the OTOC equals the average over a KD distribution. Second, whilst the OTOC struggles to distinguish
information scrambling from decoherence, the KD distribution’s non-positivity can witness scrambling
more reliably.

We also summarised the KD distribution’s importance in the foundations of quantum mechanics. In
section 8.1, we showed how non-positive KD quasi-probabilities are required to violate Leggett–Garg
inequalities (temporal Bell inequalities). In section 8.2, we described how the KD distribution is used in the
consistent-histories interpretation of quantum mechanics. In section 8.3, we reviewed a rigorous notion of
non-classicality: Contextuality. Non-positive KD quasi-probabilities can enable non-classical advantages in
the operation of engines and weak measurements.

Given the KD distribution’s diverse use cases, it is unsurprising that the distribution has been subject to
growing mathematical research. We summarised, in section 9, the current knowledge about the KD
distribution’s mathematical properties. A basic necessary, but insufficient, condition for KD non-positivity is
thatA= {|ai 〉〈ai |} differ from B = {|bj〉〈bj|}. One could further ask, when is a quantum state ρ̂
KD-positive? As outlined in section 9.2, there are several scenarios in which ρ̂ is KD-positive if, and only if, ρ̂
is a convex combination of |ai 〉〈ai |s and |bj〉〈bj|s. For some pairs of bases, however, KD-positivity is not
equivalent to this convex-combination property. Often, KD non-positivity signals non-classical advantages
in quantum experiments. In section 9.3, we summarised properties of a KD distribution’s total
non-positivity. In section 9.5, we showed how to construct KD non-positivity witnesses that do not require
full knowledge of the KD distribution. Also, we discussed how the KD distribution relates to a quantum
state’s uncertainties with respect to two observables.

Research on the KD distribution is ongoing. We conclude this review by listing a few promising outlook
directions.

• Quantum metrology: we described the relationships between discrete-variable quantum metrology and
non-positive KD distributions. Such relations have barely been explored in continuous-variable systems.
NegativeWigner quasi-probabilities can signal advantages in continuous-variablemetrology. An open ques-
tion is whether the negativity requirement extends to KD representations of the experiments.

• Weak values: the KD distribution offers a means of understanding weak values’ anomalous behaviours. A
negative KD quasi-probability is required for the conditioned average of a weaklymeasured observable to lie
outside the observable’s spectrum. When is the KD distribution, or one of its extensions, the most appro-
priate quasi-probability distribution for characterising more-general conditioned sequences of weakened
measurements? For example, as the weak-measurement strength increases, the KD quasi-probabilities will
transform smoothly into projective-measurement probabilities. However, the intermediate-measurement-
strength regime requires more study.

• Directmeasurement: direct measurement provides an effective characterisation of quantum states, KD dis-
tributions, processes and detectors. An experimental opportunity is to capitalise on direct measurement’s
advantage over standard quantum tomography in applications to complex quantum systems. Possible tar-
gets include molecules and molecular processes, the multi-particle entangled states prepared by quantum
circuits and quantum materials.

• Quantum thermodynamics: opportunities for future work include the marriage of KD distributions with
conserved quantities (charges) that fail to commute with each other [289–291]. Such charges were over-
looked for decades but engendered a growing subfield recently [175]. Example charges include the x-, y-,
and z-components of spin [176, 292, 293]. The charges’ noncommutation suggests them as observables
whose eigenbases can define KD distributions naturally suited to quantum thermodynamics. Initial work
on applying KD distributions to noncommuting thermodynamic charges has begun (sections 6 and 8.3.2)
but merits expansion beyond currents.

• Foundations of quantummechanics: one of the most rigorous notions of quantum phenomena is contex-
tuality. If all quasi-probabilistic representation of an experiment are non-positive, the experiment is con-
textual [11]. Investigating infinitely many quasi-probability distributions is a formidable task. Could some
distributions be more important than others? Often, the KD distribution is tailored to the operations that
form an experiment. One could imagine that KD non-positivity may propagate to other quasi-probability
representations.
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• Mathematical properties: as reviewed above, the geometric structure of the convex set of KD-positive states
is known in many cases. Nevertheless, for several operational tasks, we lack figures of merit for determining
which KD-non-positive states are the most useful. Such metrics call for development.
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[284] Kenfack A and Życzkowski K 2004 J. Opt. B: Quantum Semiclass. Opt. 6 396
[285] Tao T 2004Math. Res. Lett. 11 251
[286] Donoho D L and Stark P B 1989 SIAM J. Appl. Math. 49 906
[287] Xu J 2022 Phys. Rev. A 106 022217
[288] Langrenez C, Bièvre S D and Arvidsson-Shukur D R M 2024 Convex roofs witnessing Kirkwood–Dirac nonpositivity

(arXiv:2407.04558 [quant-ph])
[289] Lostaglio M, Jennings D and Rudolph T 2017 New J. Phys. 19 043008
[290] Guryanova Y, Popescu S, Short A J, Silva R and Skrzypczyk P 2016 Nat. Commun. 7 12049
[291] Yunger Halpern N, Faist P, Oppenheim J and Winter A 2016 Nat. Commun. 7 12051
[292] Yunger Halpern N and Majidy S 2022 npj Quantum Inf. 8 10
[293] Kranzl F, Lasek A, Joshi M K, Kalev A, Blatt R, Roos C F and Yunger Halpern N 2023 PRX Quantum 4 020318

46

https://doi.org/10.1103/PhysRevD.47.3345
https://doi.org/10.1103/PhysRevD.47.3345
https://doi.org/10.1088/1751-8113/40/12/S13
https://doi.org/10.1088/1751-8113/40/12/S13
https://doi.org/10.1103/RevModPhys.82.2835
https://doi.org/10.1103/RevModPhys.82.2835
https://doi.org/10.1080/00107514.2015.1063233
https://doi.org/10.1080/00107514.2015.1063233
https://doi.org/10.1103/RevModPhys.86.419
https://doi.org/10.1103/RevModPhys.86.419
https://doi.org/10.1111/j.1746-8361.1960.tb00422.x
https://doi.org/10.1111/j.1746-8361.1960.tb00422.x
https://doi.org/10.1512/iumj.1968.17.17004
https://doi.org/10.1512/iumj.1968.17.17004
https://doi.org/10.1103/RevModPhys.94.045007
https://doi.org/10.1103/RevModPhys.94.045007
https://doi.org/10.12743/quanta.v3i1.22
https://doi.org/10.12743/quanta.v3i1.22
https://doi.org/10.1103/PhysRevA.71.052108
https://doi.org/10.1103/PhysRevA.71.052108
https://doi.org/10.1088/1367-2630/13/11/113036
https://doi.org/10.1088/1367-2630/13/11/113036
https://doi.org/10.1016/0375-9601(90)90172-K
https://doi.org/10.1016/0375-9601(90)90172-K
https://doi.org/10.1103/RevModPhys.65.803
https://doi.org/10.1103/RevModPhys.65.803
https://doi.org/10.1103/PhysRevLett.86.4427
https://doi.org/10.1103/PhysRevLett.86.4427
https://doi.org/10.1209/epl/i2002-00444-0
https://doi.org/10.1209/epl/i2002-00444-0
https://doi.org/10.1103/PhysRevLett.101.210401
https://doi.org/10.1103/PhysRevLett.101.210401
https://doi.org/10.1103/PhysRevLett.101.020403
https://doi.org/10.1103/PhysRevLett.101.020403
https://doi.org/10.1103/PhysRevA.91.062123
https://doi.org/10.1103/PhysRevA.91.062123
https://doi.org/10.1103/PhysRevA.102.062215
https://doi.org/10.1103/PhysRevA.102.062215
https://doi.org/10.1103/PhysRevA.107.022208
https://doi.org/10.1103/PhysRevA.107.022208
https://doi.org/10.22331/q-2024-02-14-1255
https://doi.org/10.22331/q-2024-02-14-1255
https://doi.org/10.1088/1367-2630/ad0bd4
https://doi.org/10.1088/1367-2630/ad0bd4
https://doi.org/10.1002/andp.19053221004
https://doi.org/10.1002/andp.19053221004
http://arxiv.org/abs/1909.04628
http://arxiv.org/abs/1409.1570
https://doi.org/10.1088/0305-4470/28/12/007
https://doi.org/10.1088/0305-4470/28/12/007
https://doi.org/10.1103/PhysRevX.8.011015
https://doi.org/10.1103/PhysRevX.8.011015
https://doi.org/10.22331/q-2020-04-27-258
https://doi.org/10.22331/q-2020-04-27-258
https://doi.org/10.1103/PhysRevA.100.042116
https://doi.org/10.1103/PhysRevA.100.042116
https://doi.org/10.1038/ncomms11780
https://doi.org/10.1038/ncomms11780
https://doi.org/10.1103/PRXQuantum.2.020302
https://doi.org/10.1103/PRXQuantum.2.020302
https://doi.org/10.1103/PhysRevA.109.022228
https://doi.org/10.1103/PhysRevA.109.022228
https://doi.org/10.1103/PRXQuantum.3.030337
https://doi.org/10.1103/PRXQuantum.3.030337
https://doi.org/10.1103/PhysRevLett.129.240401
https://doi.org/10.1103/PhysRevLett.129.240401
https://doi.org/10.1103/PhysRevLett.129.050501
https://doi.org/10.1103/PhysRevLett.129.050501
https://doi.org/10.1103/PhysRevLett.129.120403
https://doi.org/10.1103/PhysRevLett.129.120403
https://doi.org/10.1103/PhysRevLett.113.200401
https://doi.org/10.1103/PhysRevLett.113.200401
https://doi.org/10.1007/978-3-642-56468-0
https://doi.org/10.1007/978-3-642-56468-0
https://doi.org/10.1088/1367-2630/ab5020
https://doi.org/10.1088/1367-2630/ab5020
http://arxiv.org/abs/2412.00199
http://arxiv.org/abs/2210.02876
https://doi.org/10.1142/S0219749910006502
https://doi.org/10.1142/S0219749910006502
https://doi.org/10.1103/PhysRevA.107.022408
https://doi.org/10.1103/PhysRevA.107.022408
http://arxiv.org/abs/2309.09162
https://doi.org/10.1088/1751-8121/acfc04
https://doi.org/10.1088/1751-8121/acfc04
https://doi.org/10.1088/1464-4266/6/10/003
https://doi.org/10.1088/1464-4266/6/10/003
https://doi.org/10.4310/MRL.2004.v11.n2.a8
https://doi.org/10.4310/MRL.2004.v11.n2.a8
https://doi.org/10.1137/0149053
https://doi.org/10.1137/0149053
https://doi.org/10.1103/PhysRevA.106.022217
https://doi.org/10.1103/PhysRevA.106.022217
https://arxiv.org/abs/2407.04558
https://doi.org/10.1088/1367-2630/aa617f
https://doi.org/10.1088/1367-2630/aa617f
https://doi.org/10.1038/ncomms12049
https://doi.org/10.1038/ncomms12049
https://doi.org/10.1038/ncomms12051
https://doi.org/10.1038/ncomms12051
https://doi.org/10.1038/s41534-022-00516-4
https://doi.org/10.1038/s41534-022-00516-4
https://doi.org/10.1103/PRXQuantum.4.020318
https://doi.org/10.1103/PRXQuantum.4.020318

	Properties and applications of the Kirkwood–Dirac distribution
	1. Introduction
	2. Definition and basic properties
	2.1. Quasi-probability representations of quantum mechanics
	2.2. The standard KD distribution
	2.3. Continuous-variable KD distribution
	2.4. Quasi-probabilistic Bayesian update
	2.5. Generalisations of the KD distribution
	2.6. Optimisation with the KD distribution

	3. The KD distribution and quantum metrology
	3.1. Measurement disturbance
	3.2. Standard quantum metrology
	3.3. Post-selected quantum metrology

	4. Weak values
	4.1. Definition
	4.2. Connection between weak values and the KD quasi-probability distribution
	4.3. Weak-value amplification

	5. The KD distribution and direct measurements of quantum states
	5.1. Direct quantum-state measurements
	5.2. Generalisations of direct measurement
	5.3. Other direct-measurement procedures

	6. The KD distribution in quantum thermodynamics
	7. The KD distribution behind the out-of-time-ordered correlator (OTOC)
	8. The KD distribution and the foundations of quantum mechanics
	8.1. Generalised Leggett–Garg inequality
	8.2. The KD distribution and the consistent-histories interpretation of quantum mechanics
	8.3. Contextuality
	8.3.1. Kochen–Specker contextuality
	8.3.2. Generalised contextuality


	9. Mathematical structure of the KD-positive states and properties of KD non-positivity
	9.1. KD positivity
	9.2. Characterising the set of KD-positive states
	9.3. Measure of KD non-positivity
	9.4. KD non-positivity and coherence
	9.5. KD-positivity witnesses, uncertainty and (complete) incompatibility

	10. Conclusion and outlook
	References


