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21Department of Physics, Indiana University, Bloomington, Indiana 47405, USA

22Department of Physics, Harvard University, 17 Oxford Street Cambridge, MA 02138, USA
23National Quantum Laboratory, College Park, MD 20740, USA

24Department of Physics and Materials Science, University of Luxembourg, L-1511 Luxembourg, Luxembourg
25Donostia International Physics Center, E-20018 San Sebastian, Spain
26Automation and Control Institute, TU Wien, A-1040, Vienna, Austria

27Centre for Quantum Materials and Technologies, School of Mathematics and Physics,
Queen’s University Belfast, BT7 1NN, United Kingdom

28Istituto Nazionale di Fisica Nucleare, Trieste Section, Via Valerio 2, 34127 Trieste, Italy
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The last two decades has seen quantum thermodynamics become a well established field of research in its
own right. In that time, it has demonstrated a remarkably broad applicability, ranging from providing foun-
dational advances in the understanding of how thermodynamic principles apply at the nano-scale and in the
presence of quantum coherence, to providing a guiding framework for the development of efficient quantum de-
vices. Exquisite levels of control have allowed state-of-the-art experimental platforms to explore energetics and
thermodynamics at the smallest scales which has in turn helped to drive theoretical advances. This Roadmap
provides an overview of the recent developments across many of the field’s sub-disciplines, assessing the key
challenges and future prospects, providing a guide for its near term progress.
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I. QUANTUM THERMODYNAMICS IN THE 21st CENTURY

Steve Campbell
School of Physics, University College Dublin, Belfield, Dublin 4, Ireland, and
Centre for Quantum Engineering, Science, and Technology, University College Dublin, Dublin 4, Ireland

Irene D’Amico
School of Physics, Engineering and Technology, University of York, York, United Kingdom, and
York Centre for Quantum Technologies, University of York, York, United Kingdom

Mario Ciampini
University of Vienna, Faculty of Physics, Vienna Center for Quantum Science and Technology (VCQ), Boltzmanngasse 5,
A-1090 Vienna, Austria

State-of-the-art. As a physical theory, thermodynamics is somewhat unique as its development was largely driven by prac-
ticality, and in particular, the need to optimise the efficiency of the first thermal machines which appeared in the late 19th and
early 20th centuries. The theory is elegantly captured by the four basic laws of thermodynamics, whose range of applicability
seems almost limitless. A seminal application (and one which arguably could be considered the start of quantum thermody-
namics) came when Scovil and Schultz-DuBois examined the energetics of a three-level maser, establishing that its operation
could be understood as a microscopic heat engine [1]. While insightful, this paper remained hidden for decades, being academ-
ically interesting but of little practical value. The 21st century changed this. The last few decades have been marked by rapid
miniaturisation and digitisation of our technological world, bolstered by proposals for new devices to process, encode, and dis-
tribute information in fundamentally new ways. These devices are based on quantum systems operating out-of-equilibrium, with
temperature affecting their functionalities. These transformative advances have led to a renewed interest in exploring the appli-
cability of the core thermodynamic concepts at the nanoscale [2]. This has ultimately led to the maturation of the vibrant field
of quantum thermodynamics [3–8]. A comprehensive overview of the current state of the field was collated by the community
in Ref. [9] and demonstrates the wide ranging impact of quantum thermodynamics.

The field has rapidly developed in the last 20 years. In a somewhat fitting reversal of roles, a sizable body of work started
by considering how the now well-understood classical heat engines and thermodynamic cycles must be revisited when these
devices are brought down to the nanoscale [10–12]. Concepts in classical thermodynamics and statistical mechanics have since
been extensively reassessed under a quantum mechanical lens and although foundational issues persist (as will be explored in
several of the perspectives in this Roadmap), we are now at a point where a robust framework for understanding the energetics
and thermodynamics of quantum systems far from the traditional thermodynamic limit is established and therefore can be of
pragmatic use in assessing and characterising new technologies. In many ways, thermodynamics has come full circle, once
again being put to task in order to address practical considerations in determining the optimal performance of new devices.

Current and future challenges. Independently, quantum theory and thermodynamics have demonstrated remarkable predic-
tive power. Indeed, as recently noted by Alicki and Kosloff, “whenever the two theories have addressed the same problem, new
insight has emerged” [9]. Nevertheless, challenges still remain and this Roadmap aims to provide a concise overview of the
current status of many, but certainly not all, areas of focus in the community. Foundational aspects are explored in various guises
related to fundamental concepts and approaches in Secs. II, XV, XVI, XVII, XVIII, XIX, XX, thermodynamics in many-body
systems in Secs. XII, XIII, and tools for examining the thermodynamics of open quantum systems in Secs. X, XI, and XIV.
The exquisite levels of control achievable with quantum systems means there have been remarkable developments in a variety
of experimental platforms testing and elucidating thermodynamic concepts. These are discussed in Secs III, IV, V, VI, VII,
VIII, and IX. Such practical advances have allowed us to move beyond proof-of-principle settings and thermodynamics is now
guiding the assessment and development of quantum technologies as discussed in Secs. XXI, XXII, XXIII, and XXIV. The
sections in this Roadmap are largely self-contained. The particular order of the contributions was chosen merely with the flow
of the presentation in mind.

Broader perspective and relevance to other fields. Thermodynamics has always been remarkable for its ability to impact
diverse, even seemingly disconnected, fields and this remains true for quantum thermodynamics, as detailed in the various per-
spectives which follow in this Roadmap. One area that is worth highlighting from the outset, however, is the symbiosis between
information theory and quantum thermodynamics [13, 14]. The insight provided by Landauer’s principle, which first formalised
the deep connection between two previously disparate theories, has continued to drive advances in quantum thermodynam-
ics [15]. In this light, it is not surprising that since the turn of this century, many significant results in quantum thermodynamics
have arisen thanks to the application of information-theoretic approaches to thermodynamic conundrums and problems which
has also led to the development of resource theories [16]. In hindsight, though, perhaps it was inevitable that information theory
and quantum thermodynamics should be such suitable companions; from our very first introduction to quantum mechanics, we
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are taught the curious role that observation and measurements, i.e. the acquisition of information, have on the properties of a
system. Information is patently physical in quantum systems, and quantum thermodynamics therefore seems particularly suited
to reconciling some of the long-standing interpretational issues in quantum theory. Likewise, it also provides a framework for
addressing persistent conceptual issues in the foundations of quantum mechanics, from the information flow in black holes to the
collective behaviour of many body systems, to describing the quantum-to-classical boundary. However, as with its precursors,
quantum thermodynamics continues to be a practical tool: born and embedded in the second quantum revolution [17], it provides
ways to assess and characterise the efficiency of emerging quantum technology devices and algorithms, as well as starting to
deliver machines and protocols, such as energy transfer and cooling, able to help with the technologies themselves [18].

Concluding Remarks. This Roadmap collects together a range of perspectives on key developments in quantum thermo-
dynamics. To balance accessibility and utility, each contribution follows a unified structure, with length and bibliographic
constraints, such that each perspective should be viewed simply as a primer to start the interested reader in their exploration of
the field. Our aim is that this Roadmap will help catalyse and direct research on the fertile domain of Quantum Thermodynamics
in the coming years.

Acknowledgements. SC acknowledges support from the John Templeton Foundation Grant ID 62422. SC and ID’A are
grateful to the Royal Society International Exchanges Scheme IES\R2\242072.
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II. QUANTUM ENERGETICS, FOUNDATIONS, APPLICATIONS

Cyril Elouard
Université de Lorraine, CNRS, LPCT, F-54000 Nancy, France

Alexia Auffèves
MajuLab, CNRS-UCA-SU-NUS-NTU International Joint Research Laboratory, and
Centre for Quantum Technologies, National University of Singapore, 117543 Singapore, Singapore

State-of-the-art. Quantum energetics is the youngest daughter of two sciences of randomness: quantum physics and stochas-
tic thermodynamics. From the latter, it takes that engines can turn thermal noise into a resource, that work must be paid to control
systems in the presence of noise, and that irreversibility captures the lack of control against noise, which prevents agents from
reversing any evolution at will. From the former, it recalls that fluctuations and noise do not necessarily come from thermal
environments: it is enough to measure a quantum system, or to entangle it with another one, to increase its entropy. In that sense,
quantum energetics builds on different premises than quantum thermodynamics, where thermal resources often play a central
role.

Quantum energetics started with the acknowledgement that measurement back-action has an energetic footprint. Measuring
non-conserved quantities on quantum systems changes their energy, and increases their entropy if the measurement outcomes
are not read [19, 20]. Hence, measurement channels play similar roles as hot sources, allowing to fuel engines with no classical
equivalent. Such machines have been proposed and realized on various platforms [21–23]. This first body of results probed the
fertility of the approach and contributed to formalizing the scope and the questions of the field.

Some research problems of quantum energetics are directly inspired by thermodynamics: Can quantum noise be turned
into an energetic resource? What is the cost of control against quantum noise? What is irreversibility in quantum processes,
and how does it relate to energy waste? Can we gain new insights in complex quantum dynamics from the identification of
energetic resources unlocking otherwise forbidden evolutions? Owing to its quantum roots, quantum energetics also aspires to
build energetic witnesses of quantumness like coherence, entanglement or quantum statistics. Singling out regimes of quantum
energetic advantage, where quantum machines are proven to execute the same task as classical ones with less energy, is another
motivation [24]. All questions are potentially impactful to optimize the energy cost of quantum technologies [18].

To address these questions, quantum energetics must build a new framework to analyze the nature of energy and entropy flows
between quantum systems, and their relations. This goes beyond pioneer paradigms of quantum thermodynamics identifying
work (heat) as the energy flow between a quantum system and a classical drive (a reservoir described via a master equation for
the system). In contrast, the systems of interest should not have a predetermined role (bath, battery or working substance), and
sometimes the same system can play multiple roles (both a driving field and a noise source, for instance). This new framework
should (i) be operational, i.e. propose concepts that are measurable in experiments, (ii) capture fundamental relations between
energy and entropy flows, (iii) be useful for quantum technologies, just like thermodynamics has been a game changer for
industrial revolution. These three requirements set the major challenges of the field we now elaborate on.

Current and future challenges. Building operational concepts. Measuring energies in the quantum realm is a considerable
challenge, because the measuring apparatus participates in the energy balance. Thus, energy and entropy flows cannot be
accessed in the system and must rather be tracked at their sources, inside the baths and batteries – and more generally, inside any
other coupled quantum system. In this spirit, it was for instance suggested to measure work extraction directly inside microwave
fields in superconducting circuits [25]. The viewpoint is thus shifting from open quantum systems to autonomous ensembles,
i.e. isolated quantum systems formed of coupled subsystems [26, 27].

In order to analyze energy flows within autonomous ensembles, a first natural step is to consider the case of two coupled,
otherwise isolated quantum systems [27]. These systems can exchange energy in two ways, through effective unitaries or
through correlations, the former (the latter) being reminiscent of a work (a heat) flow. In the case of a qubit interacting with a
bosonic field, measuring the work-like and heat-like flows received by the field is remarkably simple, as it simply corresponds to
the change of its coherent energy (the energy stored in the mean field amplitude) and of the incoherent energy (stored in the field
fluctuations), respectively — giving rise to recent experiments with quantum dots [28]. This very generic situation can serve as
a basis to estimate the cost of fundamental quantum processes, such as quantum gates [29, 30] and pre-measurements [22].

Assessing fundamental costs. In thermodynamics, fundamental costs appear with irreversibility. For instance, running an
isothermal process forward and backward leads to irreversible heat dissipation in the bath, Qdiss = T∆iS , where T is the bath
temperature and ∆iS the entropy produced along the process. However, relating entropy and energy flows becomes challenging
when none of the systems in interaction have a well-defined temperature, which is exactly the type of situations quantum
energetics aims at addressing. Finding new relations is a major challenge of the field. The framework introduced in [26] starts
addressing this question for the case of a set of interacting quantum systems. Energy provided by one system to the others
is systematically split into a contribution proportional to the system’s entropy change, interpreted as heat, and an iso-entropic
contribution, identified as work. These contributions verify a bound analogous to the Second law, constraining the direction
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of heat exchanges and the efficiency of heat-to-work conversions, while work expenditure is a resource allowing to decrease
entropy.

An even more formidable challenge is to account for irreversibility occurring at the quantum-to-classical border. This issue is
blatant when it comes to measurements. Their irreversible nature has been known since Eddington, and quantified as the increase
of the von Neumann entropy of the measured system [20]. Conversely, only unitary pre-measurements can be modeled with
standard quantum formalism and experimentally studied. Being in principle reversible operation, their costs are not fundamental.
In contrast, true quantum irreversibility happens at Heisenberg’s cut, such that capturing the fundamental energy cost of the
measurement channel may require to close the quantum formalism in the first place, by providing a physical model of the world
encompassing both the quantum and the classical level. Partial results in this direction have been obtained, e.g. from unitary
equilibration arguments [31], physical models of the measurement apparatus including reservoirs and dephasing sources [32] or
algebraic properties of large system Hilbert spaces [33].

In the same way, a fair assessment of the cost of any quantum process should take into account the cost of isolating quantum
systems such that they keep their quantum properties, while controlling them from the external, classical world. This is a
non-equilibrium situation, equivalent to keeping a Schrödinger cat dead and alive while controlling it. Hence, assessing the
fundamental energy cost of quantum processes is equivalent to assessing the cost of the box trapping the cat - calling for the
closure of quantum theory.

Broader perspective and relevance to other fields. Quantum energetics is naturally connected to many research fields already
identified in the community of quantum thermodynamics. In particular, its first frameworks [26, 27] provide natural bases for the
research developed in the field of quantum batteries (see Sec. XXII) and could shed new light on strong coupling thermodynamics
(see Sec. XIV).

Quantum energetics aims at playing the same role for quantum technologies as classical thermodynamics played for the first
industrial revolution [18], for instance, by bringing out material to build standards of energy-efficiency for quantum technolo-
gies, and by providing the methodologies to optimize them. A promising strategy in this direction could be to exploit quantum
optimal control algorithms [34], using metrics from quantum energetics as cost functions to be optimized, or as optimization
constraints [35]. In the case of quantum computing, there are preliminary evidences [24] that energy savings at quantum scales
(e.g., at the level of quantum processors) impact energy savings at the macroscopic ones (for the full stack of a quantum com-
puter) - an important justification of the interest of the fundamental quantum energetics for technological purposes. The search
for quantum advantages of energetic nature, whether at the level of quantum processes [36] or at the level of the full stack [24]
are also highly relevant for all quantum technologies, with the potential to drastically steer roadmaps. Noticeably, full-stack
energetic analyses of quantum communication protocols have recently been delivered [37], showing the quick progress of this
field of research.

Finally, by showing the deep relation between the capacity to optimize a full-stack computer and the resolution of open foun-
dational questions like the closure of the quantum formalism, quantum energetics sheds a new light on quantum foundations,
making them of highly topical and practical relevance.

Concluding Remarks. Quantum energetics is a new research field at the crossroad between quantum foundations and quan-
tum technologies. This proximity holds the promise to repeat the miracles of classical thermodynamics: in the same way
optimizing heat engines brought out the thermodynamic time arrow, optimizing the efficiency of quantum tasks may lead to
solving still open problems of quantum theory.

Acknowledgements. C.E. acknowledges funding by the European Union under ERC grant 101163469. Views and opinions
expressed are however those of the author(s) only and do not necessarily reflect those of the European Union or the European Re-
search Council Executive Agency. Neither the European Union nor the granting authority can be held responsible for them. A.A.
acknowledges the National Research Foundation, Singapore through the National Quantum Office, hosted in A*STAR, under
its Centre for Quantum Technologies Funding Initiative (S24Q2d0009), the Plan France 2030 through the projects NISQ2LSQ
(Grant ANR-22-PETQ-0006), OQuLus (Grant ANR-22-PETQ-0013), and BACQ (Grant ANR-22-QMET-0002), the ANR Re-
search Collaborative Project “Qu-DICE” (Grant ANR-PRC-CES47), and the ANR Research Collaborative Project “QuRes”
(Grant ANR-PRC-CES47-0019).
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III. SUPERCONDUCTING CIRCUITS AS A PLATFORM FOR QUANTUM THERMODYNAMICS

Bayan Karimi
Pritzker School of Molecular Engineering, University of Chicago, Chicago IL 60637, USA, and
PICO Group, QTF Centre of Excellence, Department of Applied Physics, Aalto University, P.O. Box 15100, FI-00076 Aalto,
Finland

Jukka Pekola
PICO Group, QTF Centre of Excellence, Department of Applied Physics, Aalto University, P.O. Box 15100, FI-00076 Aalto,
Finland

State-of-the-art. The two well-established fields, quantum mechanics and thermodynamics, are complementary frameworks
for description of physical systems. Roughly speaking, thermodynamics governs our visible world and quantum mechanics
defines the microscopic realm. While the first one is the preferred framework for large, high-temperature systems, the later
one is more applicable to small, low-temperature ones, such as superconducting setups. The interaction between these two
descriptions of nature presents thermodynamics of quantum systems and processes. This domain will have a significant impact
in the development of technologies as they are miniaturized to the quantum scale, where controlling heat dissipation becomes
a key challenge for device functionality. Superconducting quantum circuits integrated on a chip (Fig. 1) serve as nearly ideal
building blocks for fundamental studies of this field, as they can be precisely engineered with predefined parameters, enabling
direct measurement of their thermal and electrical properties. These systems can also be developed as ultrasensitive and nearly
noninvasive detectors. Advancements in micro- and nanofabrication have created a significant opportunity for new classes of
experiments to explore the largely uncharted field of “quantum thermodynamics on a chip,” which we have coined as circuit
quantum thermodynamics (cQTD) [38]. This field describes phenomena and devices that map the physics of open quantum sys-
tems into concrete quantum circuits, typically qubits and cavities, coupled to heat baths made of mesoscopic electron conductors
and phonons on the chip.

The emergence of quantum thermodynamics experiments at low temperatures is often linked to stochastic thermodynamics
studies on quantum dot and single-electron box circuits. While their quantum nature is feeble due to their low-frequency
dynamics following classical rate equations, these setups allow precise tracking of individual charged particles using ultra-
sensitive electrometers. These experiments have provided highly accurate verification of fluctuation relations, demonstrated
both non-autonomous and autonomous Maxwell’s demons [39], and explored the link between information and energy [40],
and the minimum energy cost of computation, i.e., the Landauer bound [41]. The key challenging question is determining
whether quantum information has a thermodynamic value beyond its classical Landauer erasure energy of kBT ln(2), where
kB is the Boltzmann constant and T represents the temperature. Furthermore, although Maxwell’s demon presently produces
only a minimal power output, in the future experiments it may potentially minimize local dissipation using feedback mechanisms.

Current and future challenges. We will next list the key unanswered questions and the fundamental challenges in modern
quantum thermodynamics. The selection is naturally the authors’ subjective view and does not necessarily present all the
important quests.

Does a quantum system thermalize on its own? In other words, does a system reach a Gibbs-like distribution within timescales
short enough to be considered isolated from the rest of the world? Under what circumstances does this occur? What makes a
reservoir a thermal bath, i.e. a “swamp” of energy, thus exhibiting an almost infinite Poincaré time, with no revivals within any
realistic timescale [42, 43]?

FIG. 1: An open quantum system, here
visualized as a device on a chip, is
composed of the system itself (here
symbolically a qubit) interacting with its
environment. This environment is often
treated as classical in nature, acting as a heat
bath or a collection of multiple baths. To
understand the dynamics of such a device,
one can measure either the quantum system
itself or its surrounding environment.
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Thermal machines generally rely on external power sources for operation. Low efficiencies of refrigerators, i.e., conversion
ratio of work done to extracted heat from the object to be cooled, results in a significant amount of wasted energy. This
raises the natural question whether it is possible to harness this wasted energy in form of thermal fluctuations and use them
as a driving field to enable efficient cooling on a chip [44]? Is it possible to use the latest advancements in heat transport
and quantum thermodynamics to develop efficient cQTD devices powered by thermal energy? Doubtlessly a timely objective
in cQTD devices is to build ultrasensitive and noninvasive detectors of energy exchanged between the quantum system and
its environment in a continuous manner. This approach allows us to address intriguing questions, especially in the largely
unexplored experimental domains of quantum heat transport and noise e.g., experiments on the noise produced by a quantum
system mediating the heat current. An even greater challenge lies in detecting energy exchange at the level of individual quanta,
allowing us to map the quantum dynamics in time domain. This could pave the way towards a new research area, potentially even
an entire field in circuit-based studies, namely stochastic quantum thermodynamics, sQTD. This then leads us to face another key
challenge in modern quantum thermodynamics, the role of fluctuations [45]. While their impact is well established in classical
stochastic thermodynamics, it remains unclear how these fundamental fluctuation relations are realized in cQTD systems, where
the measurement and its apparatus affect the system rather than simply observing it.

Quantum heat transport, heat engines, and refrigerators are among the active domains in cQTD devices. Despite extensive
theoretical research, experimental realizations are still limited, and fully functional quantum heat engines and refrigerators
remain purely conceptual at this stage. A crucial question is whether quantum systems can outperform classical devices in
power and efficiency. However, since generating quantum coherence requires energy, it is still unclear whether coherent quantum
dynamics would provide a real advantage. Another question is whether avoiding quantum friction is necessary or if tailored
designs and driving protocols can be used to eliminate unwanted coherences. It is also essential to keep in mind that in driven
open quantum systems, the phase or phases of the quantum state can cause interference effects, with Landau-Zener-Stuckelberg
being a prime example [46]. In open systems, phase also influences thermal transport properties, see e.g., [47], and it is expected
to affect the power and efficiency of thermal machines. Can quantum interference be harnessed to achieve quantum supremacy
in refrigeration?

Beyond the basic thermal microwave photon mediated heat transport mechanism [38], there are important subtle processes that
have not yet been observed experimentally. The first one of them is a next order effect that can be described as ”co-tunneling”
or ”Kondo effect” [48, 49], meaning virtual excitation with simultaneous relaxation carrying heat equal to the energy level
separation of the mediating element, which can be a qubit or resonator. Although a next order effect, it is expected to become
the dominant one at low temperatures, not vanishing exponentially unlike the basic transport processes. Another important, still
unexplored question is the influence of Dicke superradiance [50] on heat transport via a system of N parallel qubits coupled to
the same reservoirs. It is likely that the thermal transport would be enhanced in this situation beyond that of N uncoupled qubits
in parallel.

Broader perspective and relevance to other fields. Ultimately quantum thermodynamics is a field where similar scientific
questions can be addressed on various different platforms described in this roadmap collection. The question then remains,
which one of these realizations is most suitable for a given test or task. The great advantage of superconducting circuits is
that they can be controlled accurately, and they can be integrated into large ensembles of qubits and other building blocks
such as resonators (harmonic oscillators). As described in this article, one can also realize heat baths directly on the chip, and
the temperatures can be controlled and measured locally and accurately. The low temperature of these systems allows direct
measurements of heat by thermometry, which is unreachable in many systems, where only indirect measurements of thermal
properties are possible.

Concluding Remarks. Precise and local thermometry, e.g., by using superconductor-normal metal tunnel junctions [38] is a
central asset in experimental quantum thermodynamics on a superconducting platform. Thermometry can be tailored for both
steady-state and time-domain experiments, in the latter case enabling thermal single-quantum detection in the future. Similarly,
normal conductors on a chip can act as ideal sources of thermal noise, both in classical and quantum regimes. There are
recent very promising, but still indirect quantum thermodynamics experiments [51, 52] realized using synthetic noise and qubit
state measurements. While indirect methods offer valuable insights, we expect experiments to utilize natural thermal noise
and direct temperature measurements in the near future quantum thermodynamics studies. Finally, the era of superconducting
quantum circuits started by the experimental demonstration of coherent oscillations in a qubit in 1999 [53]. Since then, the
circuits’ performance has improved immensely: the relevant lifetimes (coherence times) have increased from nanoseconds up
to a millisecond in the best realizations, i.e. by a factor of one million. This tremendous progress, thanks to the massive
investigation and investments in developing quantum processors based on superconducting circuits, has facilitated, or one could
say even enabled, the emergence of research on quantum thermodynamics on superconducting platforms. Yet experimental
realization of some of the ideas presented in this article are still limited by the fact that superconducting circuits are, after all,
open quantum systems rather than isolated ones.
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State-of-the-art. Over the past two decades, advances in experimental techniques for cold atomic gases have established
them as ideal testbeds for simulating complex quantum systems and exploring fundamental physics. Modern experimental
setups offer remarkable precision in confining and controlling their degrees of freedom, including the control over interactions
using Feshbach resonances. Species-dependent traps enable the realization of atomic mixtures with individual control over each
component and the number of atoms or impurities in a system can be freely adjusted, providing a unique platform to explore the
crossover between few- and many-body physics.

In addition to their high degree of controllability, cold atom systems can be probed with a variety of measurement techniques.
Probability densities can be extracted using time-of-flight absorption imaging, while atomic gas microscopes enable single-
atom detection in optical lattices and beyond. These measurements provide direct access to thermodynamic quantities such as
pressure, isothermal compressibility, and internal energy density and have been successfully demonstrated in interacting Bose
and Fermi gases [54]. Furthermore, different spectroscopy techniques allow for direct measurement of the spectral function,
offering insights into elementary excitations in complex quantum systems. For instance, Ramsey interferometry has been used
to implement a two-point measurement scheme to determine the work probability distribution of a driven non-equilibrium state
[55], granting direct access to both its excitation spectrum and thermodynamic properties.

However, precise thermometry of ultracold gases has long been a challenge, as traditional methods rely on destructive time-of-
flight measurements to fit the high-momentum tails to infer temperature. Recently, impurity probes embedded within ultracold
gases have emerged as a promising non-destructive alternative, with several approaches being suggested. In one the impurities
are allowed to thermalize with the ultracold gas and its temperature is extracted by measuring the position and momentum of
the impurities, potentially achieving subnanokelvin precision [56]. Another approach relies on using Ramsey interferometry
to monitor the decoherence of impurities following an interaction quench with the surrounding gas [57], with the temperature
inferred from this decay rate. This method has been successfully demonstrated in experiments using Cs impurities in a Rb gas
[58]. Moreover, mapping of thermal information on the quantum spin-levels via spin-exchange interactions between impurity
and bath has paved the way to obtain information beyond the equilibrium paradigm of standard thermometry [59].

One of the advantages of ultracold atoms when it comes to driving thermodynamic engine cycles is that they can be used to
realize both single-atom and manybody machines with novel and creative mechanisms. The former allows tracing energy trans-
fer atom-by-atom and quantum-by-quantum with full-counting statistics, while the latter allows exploiting the entire portfolio of
collective quantum properties developed by cold gas experiments. A quantum heat engine based on Cs impurities coupled to a
Rb bath was realized in Ref. [60], where inelastic spin-exchange collisions facilitated heat transfer between the working medium
and the bath, allowing to implement a full quantum Otto cycle with high efficiency and power. Beyond these conventional engine
cycles, cold atom systems have also enabled deeper exploration of how quantum statistics influence thermodynamics [61]. By
tuning interactions, a unitary Fermi gas can be transformed into molecular bosons in the BEC-BCS crossover, fundamentally
altering the single-particle distribution function and leading to distinct physical behaviors in both regimes. Incorporating this
process into an Otto-like engine cycle leads to the realization of a novel quantum machine driven purely by changes in quantum
statistics instead of requiring traditional heat baths, see Fig. 2(a). The stark difference in Fermi and Bose statistics results in
an enhanced work output, which can be attributed to the Fermi pressure that originates from the Pauli exclusion principle, see
Fig. 2(b). Crucially, this effect is inherently quantum and vanishes at high temperatures where both fermionic and bosonic
systems attain classical Boltzmann statistics. A similar engine using changes in the chemical potential of the atomic gas has also
been experimentally realised [62].

Current and future challenges. While current experimental techniques allow for the measurement and inference of many
thermodynamic quantities by having access to averaged local densities, they generally provide limited insight into quantum
correlations and entanglement. The latter play an important role in quantum thermodynamics and their measurement requires
full access to the density matrix of the many-body state. Recently, this has become experimentally feasible in few-body systems,
where the full quantum state of three atoms in an optical tweezer setup was reconstructed via in-situ, spin-resolved position and
density measurements [63]. However, trying to measure correlations in few-body systems can only be an intermediate step, as
for a true many-body system this is a Herculean task as the information grows exponentially with system size. Thus, it would
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FIG. 2: (a) Schematic of the Pauli engine cycle which consist of two work strokes and two statistical strokes [61]. A→B: the
trap compression in the molecular BEC phase does work W1. B→C: through an interaction ramp the molecular bosons are
broken up and driven into the unitary Fermi gas limit. This results in a change in energy due to the change in particle statistics
EP

2 , which is called Pauli energy. C→D: the unitary Fermi gas is expanded by reducing the trap frequency and extracting work
W3. D→A: the interaction strength is ramped back to its initial value for the gas to return to a molecular BEC state at the cost of
Pauli energy EP

4 . (b) Pressure-volume diagram of the Pauli cycle for different compression ratios ω̄B/ω̄A. The fermionization
process increases the pressure of the gas and allows for work to be extracted from the engine.

be important to base predictions of quantum thermodynamics on few variables that stem from quantum correlation and quantum
statistical arguments. It is therefore important to test if the standard thermodynamic variables still hold or if new or additional
ones emerge.

Another key challenge for cold atomic systems is the direct extraction of work produced by quantum engines or stored in
quantum batteries. In recent cold atom experiments, work strokes of engine cycles are implemented by modulating the power
of the trapping laser, compressing and expanding the trapped gas. However, the work output in these cases is inferred from the
energy difference between initial and final states rather than being directly measured. To obtain a more direct quantification
of usable work, coupling the system to an external work load is essential. While several methods have been proposed, their
feasibility depends on the specific system and the efficiency of energy transfer. One method involves coupling an atomic heat
engine to an optical cavity with an oscillating mirror, enabling mechanical work extraction [64]. Another promising method is
the use of quantum flywheels, where work is transferred to a different degree of freedom within the system, as demonstrated in
a recent trapped ion experiment [65]. Furthermore, for cyclical energy exchange processes, such as in quantum batteries, while
the unitary operator that maximizes work extraction can be calculated, it is typically challenging to implement it experimentally.
Alternative approaches must then be used, for example employing variational techniques to approximate the optimal transfor-
mation with physically realizable unitaries which could enable practical work extraction [66].

Broader perspective and relevance to other fields. The versatility of cold atomic systems together with the ability to carry
out high fidelity operations have already led to their utilization in traditional quantum technologies. The next step is therefore
to exploit their quantum thermodynamical properties for studying fundamental physics, but also for adding another pillar to
future applications of quantum technologies. In particular their many-body aspect connects their thermodynamic behaviour to
long-standing questions in condensed matter and statistical physics, ranging from non-equilibrium dynamics to quantum phase
transitions and crossover physics. Examples for crossover into other fields are the question of thermalization in isolated systems
or the appearance of many-body localization, quantum many-body scars and Hilbert space fragmentation.

The precise dynamical control that is paramount for the efficient operation of quantum thermal machines connects quantum
thermodynamics with cold atoms to the broader area of optimal quantum control. Here a wealth of literature exists describing
shortcuts to adiabaticity, which allow to mimic adiabatic dynamics in short timescales [67]. These techniques have been devised
for both discrete and continuous quantum systems, and have been successfully applied to a wide range of cold atomic systems,
allowing for fast compression or expansion of the trap frequency or changes in the interaction strength. Extending the existing
knowledge and developing STAs protocols for strongly interacting many- or few-body systems is of particular interest in order
to control and optimize the performance of new machines such as the recent Pauli engine. While exact STAs are possible,
usually they require the implementation of non-local operators that would be difficult to implement experimentally. However,
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new techniques that supplement approximate local STAs with time-dependent control fields, such as counterdiabatic optimized
local driving [68], have been proposed and have the potential to attain high fidelities with current cold atom setups. Combining
these adiabatic control techniques with recent advances in shortcuts to equilibration for open systems [69, 70], could also further
optimize quantum thermal machines and significantly improve their practicality.

Concluding Remarks. Cold atomic systems are highly versatile and offer many opportunities to further explore thermody-
namics in the quantum regime and the development of new quantum devices. In these systems quantum correlations can be
controlled via highly controllable interaction effects, such as short range s-wave, long range dipolar, synthetic spin-orbit and
environment mediated interactions. The experimental control of several degrees of freedom in a clean way makes possible not
only to explore the effects of symmetry, interactions, dimensionality, etc. for quantum machines but also to address fundamental
questions such as equilibration and thermalization in complex many-body systems, many-body localization in systems with
disorder, to study chaotic dynamics, and to challenge the usual definitions of work and heat in quantum systems. The use of
impurities in cold atoms systems has opened the path for improved thermometry protocols and also the possibility to experimen-
tally realize a controlled thermal bath. In that context cold atoms have emerged not only as an unique and interesting platform
to test many-body physics but are also at the heart of a rich and growing interplay between quantum thermodynamics, quantum
control, and quantum simulations, requiring strong collaborative work connecting these different areas for the development of
emergent quantum technologies.

Acknowledgements. We would like to thank Jennifer Koch for stimulating discussions and for sharing the design for figures.
T.F. acknowledges support from JSPS KAKENHI Grant No. JP23K03290. T.F. and T.B. are also supported by the Okinawa
Institute of Science and Technology and the JST Grant No. JPMJPF2221. E.C. was supported by JSPS KAKENHI grant num-
ber JP23K13035 and the Horizon Europe programme HORIZON-CL4-2022-QUANTUM-02-SGA via the project 101113690
PASQuanS 2.1. A.W. acknowledges funding from Deutsche Forschungsgemeinschaft (DFG, German science foundation) via
Sonderforschungsbereich SFB/TRR 185, project no. 277625399.



13

V. QUANTUM THERMODYNAMICS IN QUANTUM DOT DEVICES

Andrew K. Mitchell
School of Physics, University College Dublin, Belfield, Dublin 4, Ireland, and
Centre for Quantum Engineering, Science, and Technology, University College Dublin, Dublin 4, Ireland

Eran Sela
Raymond and Beverly Sackler School of Physics and Astronomy, Tel Aviv University, Tel Aviv 69978, Israel

Joshua Folk
Quantum Matter Institute, University of British Columbia, Vancouver, British Columbia, V6T 1Z4, Canada, and
Department of Physics and Astronomy, University of British Columbia, Vancouver, British Columbia, V6T 1Z1, Canada

Klaus Ensslin
Solid State Physics Laboratory and Quantum Center, ETH Zurich, 8093 Zurich, Switzerland

State-of-the-art. Quantum dot (QD) devices are tunable nanoelectronic circuits in which one or more confined regions
are tunnel-coupled to metallic leads, see Fig. 3a. They can be lithographically defined in the two-dimensional electron gas
of semiconductor heterostructures, or realized in 2D materials such as graphene. QD devices have proven to be a unique
platform for studying the physics of complex open quantum systems, and have been used to realize exotic many-body states
of quantum matter. QD degrees of freedom may be regarded as the ‘system’ whereas the continuum baths of electrons in the
leads constitute an ‘environment’, which can be strongly coupled and produce highly non-Markovian dynamics, with strong
system-environment entanglement building up at low temperatures. Device properties can be controlled in situ by application
of gate voltages and magnetic fields, providing single-electron transistor functionality. The devices are typically operated at low
temperatures, T ∼ 10mK–1K.

Although quantum transport through the QD is a more common experimental observable, recently the detection of electronic
charge on the QD [71–73] has opened the door to detailed studies of quantum thermodynamics in mesoscopic systems. The
QD charge is typically detected via changes in the current through a nearby, capacitively-coupled circuit (Fig. 3a), which in
most cases does not disturb the quantum dynamics of the system being probed. We focus on such charge-based thermodynamic
measurements in this perspective.

In the equilibrium setting, the time-averaged QD charge ⟨n̂d⟩ is related to the total thermodynamic entropy S of the system
through a local Maxwell relation [74]. Assuming that the gate voltage Vg controls the QD charge through a coupling term in
the Hamiltonian Ĥ = Ĥ0 + Vgn̂d then the thermodynamic identity ∂T ⟨n̂d⟩ = −∂Vg S holds. The change in entropy between two
configurations is therefore related to the temperature-derivative of the measured charge, see Fig. 3b. Recently, this approach was
used to measure the occupation-dependent entropy of a QD in the strongly-coupled regime [75], demonstrating both the kB ln 2
spin entropy for an electron fully localized in the QD, as well as the reduction in entropy relative to the classical result at the
QD charge transition, due to the quantum coherent hybridization between QD and lead electrons. In another example, charge
detection enabled the ground state degeneracy of a two-electron quantum dot in bilayer graphene to be determined [76].

Thermodynamic characteristics can also be determined from time-resolved charge detection, which in principle yields richer
information [77]. A weak continuous measurement, in which electrons tunneling on and off the QD appear as a series of charge
jumps in the time-trace (Fig. 3c), can be viewed as a quantum trajectory in the context of stochastic quantum thermodynam-
ics. In non-equilibrium conditions, where the QD level potential is driven, real-time charge detection has been used to verify
fundamental fluctuation theorems [78–80] and to extract the work distribution function [81]. Optimized protocols for Landauer
information erasure have been developed [82]; and by conditioning gate control on measurement outcomes, Maxwell’s demon
and information-to-work conversion have also been demonstrated [83, 84].

Current and future challenges. Advances in quantum control and manipulation at the single electron level in QD devices, to-
gether with thermodynamic characterizations via charge detection, have provided a unique window on interacting open quantum
systems in a non-Markovian, strong-coupling setting. However, challenges for both experiment and theory remain.

A major future objective is to obtain insights into exotic quantum states from thermodynamic measurements, beyond what
can be deduced from transport. For example, the thermodynamic characterization of states with a fractional entropy would pro-
vide a discriminating perspective. In particular, quantum criticality in QD devices arising due to frustrated Kondo interactions
is predicted from theory to give a fractional residual entropy contribution, corresponding to an emergent anyonic quasiparticle
localized on the QD: kB ln

√
2 for two-channel-Kondo hosting a Majorana fermion; kB ln ϕ with ϕ the golden ratio for three-

channel-Kondo hosting a Fibonacci anyon; or kB ln
√

3 for the double-charge-Kondo system hosting a Z3 parafermion. Direct
observation of these smoking-gun entropy signatures has so far remained elusive, despite remarkable agreement between ex-
perimental transport measurements and quantum critical scaling predictions from theory in all of these systems [85, 86]. The
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FIG. 3: (a) Quantum dot and charge-detector setup. The charging of a QD by a single electron is controlled by the gate voltage
Vg and can be probed via the current through a nearby quantum point contact (QPC). (b) From the charging curve and its
temperature dependence, the entropy change is extracted using a Maxwell relation. (c) The time-resolved measurement of QPC
current constitutes a weak continuous measurement of the QD charge and can be interpreted as a quantum trajectory.

need to go to very low temperatures to realize exotic coherent states, and also to estimate temperature derivatives of charge mea-
surements, makes such experiments very challenging. A possible route to improve charge detection efficiency and sensitivity is
to increase the coupling between the QD and charge detector, with the precaution that the many-body coherence underpinning
the Kondo effect might then be deteriorated by a measurement backaction. Understanding and mitigating noise sources is also
crucial. Another difficulty is that disorder and defects may contribute as unwanted sources of entropy. Isolating the entropy
contribution from the QD itself to better than a 0.1kB level is, in general, challenging.

Measuring entropy production in coherent QD devices in strongly non-equilibrium conditions remains a challenge. Although
real-time charge detection during QD driving has been used to study the work distribution [81], the quantum coherent regime
has not been accessible. Indeed, there may be quantum limitations on testing non-equilibrium fluctuation theorems in such
setups [87]. Detailed theoretical predictions have been made for the work statistics in linear response for coherent QD systems,
including those near criticality [88], but these have yet to be verified experimentally. Aside from reducing backaction effects,
one issue is the need for faster charge detection and increased resolution, to match the timescales for coherent dynamics in QD
setups. One possibility is to utilize resonator circuits or cavities to boost signal strength and time resolution. On the theory side,
a major challenge is to extend the existing predictions for quantum thermodynamics and work statistics in QD systems into the
strongly non-equilibrium regime.

Finally, we remark that it is currently difficult to make projective measurements in coherent QD systems. Overcoming this
problem would enable the study of stochastic quantum thermodynamics, and could allow entanglement to be exploited as a
resource in QD setups.

Broader perspective and relevance to other fields. In the field of quantum thermodynamics, theory has in many cases out-
paced experiment, as the topics covered in this Roadmap article attest. Theoretical predictions have often proved difficult to
verify experimentally due to the idealizations made in toy-model studies, and the unavoidable practical complexities of physical
realizations. Yet remarkable demonstrations have still been achieved in various platforms, including superconducting circuits,
ultracold atoms, NMR systems, trapped ions, and NV centers, as well as in QD devices (Secs. III–VIII).

QD devices offer some specific advantages and novelties, but also have their limitations. In contrast to the other common
platforms, QD devices offer the opportunity to study fermionic problems in a regime of strong system-bath coupling. Whereas
many theoretical studies have employed a weak-coupling/Markovian approximation, the low-temperature quantum dynamics of
QD devices is typically beyond that describable by Master equations or simple collision models. QD devices are also character-
ized by strong electron-electron interactions, which produce non-perturbative many-body physics. As such QD systems provide
a playground for the study of thermodynamics in non-trivial settings. The high degree of synergy between experiment and the-
ory, together with the sophisticated numerical and analytical techniques developed to treat the generalized ‘quantum impurity
models’ describing QD devices, has led to remarkably precise tests of predictions for these systems.

QD nanoelectronic devices are versatile and tunable, meaning they can be used as quantum simulators to realize fundamen-
tal models; for example systems hosting non-Abelian anyons [85, 86] which are the building-blocks for topological quantum
computation. QDs can also be realized in existing CMOS technology, providing a possible route to scalability and integration.

Limitations include the difficulty of implementing projective measurements or non-unitary dynamics and the inability to
prepare arbitrary non-equilibrium states. Indeed, quantum control is generally limited to manipulation of electrical and magnetic
fields; more complex interactions would be needed e.g. for optimal control protocols.

QD devices are of central importance for studies of quantum transport and thermal machines (see Sec. XI) and for testing
thermodynamic/kinetic uncertainty relations (Sec. XVI). In the context of metrology (Sec. XXIII) QDs have been proposed as
high-precision quantum sensors, and they are also natural candidates for practical quantum batteries (Sec. XXII). Finally, we
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note that quantum trajectories (Sec. X) may be obtained via real-time charge detection in QD setups.

Concluding Remarks. QD devices provide a platform that is uniquely suited to exploring the quantum thermodynamics of
strongly-coupled, non-Markovian open systems in a strongly-interacting, many-body setting. Nontrivial states of matter can
be engineered, including fractionalized quantum critical states. Thermodynamic observables provide a novel and revealing
viewpoint for such systems, complementing more standard electronic transport measurements. The use of charge detection is
currently being explored as a tool for thermodynamic characterization.

Arguably the key questions to be addressed with future studies relate to the crossover between classical and quantum thermo-
dynamics in QD systems. What are the uniquely quantum properties arising due to coherences? In this regard, the observation
of the fractional entropy of intrinsically quantum anyonic degrees of freedom would be a significant breakthrough. Likewise,
elucidating the role of coherence in the non-equilibrium thermodynamics of QD systems, and demonstrating universal scaling
as a QD device is driven across a quantum critical point, would constitute major advances.
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Meir. AKM acknowledges financial support from Science Foundation Ireland through Grant 21/RP-2TF/10019. ES, JF and KE
acknowledge financial support from the European Research Council (ERC) under the European Union Horizon 2020 research
and innovation programme under grant agreement No. 951541.
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VI. QUANTUM THERMODYNAMICS IN NMR SYSTEMS
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State-of-the-art. The field of quantum thermodynamics has deepened our understanding of thermodynamic laws in the quan-
tum realm, where quantum coherence, non-classical correlations, and inherent fluctuations play a crucial role. On the experi-
mental side, Nuclear Magnetic Resonance (NMR) has been a key platform for testing quantum thermodynamic concepts, due to
the long coherence time of nuclear spins and their precise manipulation using radio frequency (RF) fields [89]. These features
have enabled various proof-of-principle experiments [90–94].

The NMR technique is a spectroscopic method that investigates the response of atomic nuclei with non-zero angular momen-
tum when subjected to magnetic fields. In NMR experiments, a static magnetic field is complemented by the application of
oscillating radiofrequency (RF) fields that induce transitions of nuclear spin levels [95]. Figure 4 illustrates the configuration of
the equipment used. Most NMR experiments in quantum thermodynamics are conducted in liquid samples in which molecular
motion averages out dipolar interactions, while spins within molecules interact with each other via scalar coupling. The exper-
iments, typically at room temperature, are described by the density matrix ρ = αI + ϵρ1, with ϵ ≪ α. Although the identity
term remains unobservable, the second term, ρ1, can be precisely controlled using RF fields and magnetic-field gradients. NMR
techniques allow simulation of spin ensembles at both positive [90, 91] and negative temperatures [92] by preparing ρ1 with
populations that match those of a thermal Boltzmann-Gibbs ensemble. When ρ1 corresponds to a pure state, (ρ1 = |ψ⟩⟨ψ|), the
system mimics a zero-temperature ensemble, useful for quantum computing experiments [89].

Hamiltonian simulation, a method in which one quantum system emulates another, is particularly valuable in NMR-based
quantum thermodynamics. For example, thermal contact between two spins can be simulated by combining RF pulses with
the free evolution of spin systems to generate an effective Hamiltonian He f f [92–94]. Although He f f governs unitary evolution,
tracing out other qubits results in a non-unitary map, mimicking thermalization.

Solid-state NMR can also be a valuable tool for quantum thermodynamics. Solid-state spin systems enable the study of
complex many-body systems, as dipolar coupling becomes the dominant interaction among spins in solids. Although individual
spins cannot be directly manipulated, solid-state NMR techniques developed over the years for Hamiltonian simulation and spin
decoupling allow useful manipulation of the collective spin dynamics to study thermalization processes and non-equilibrium
dynamics [96–99].

Current and future challenges. The usefulness of NMR for testing quantum thermodynamics has been demonstrated in both
liquid and solid. In liquids, individual spins can be precisely manipulated, though the number of controllable spins is limited.
Although most experiments involve up to three spins, advances in NMR quantum computing suggest that full control of around
ten spins is feasible [100]. A key advantage of NMR over superconducting circuits or trapped ions is its ability to operate at
room temperature with more accessible equipment.

In dipolar-coupled solid-state NMR, individual spin control is lost, but dipolar interactions naturally create a complex 3D
many-body system of thousands of spins. Standard pulse techniques allow the quantification of interacting spins, the modification
of the interaction strength, and the implementation of various Hamiltonian dynamics.This enables the study of the collective spin
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FIG. 4: Experimental setup: a) A sample
containing a large number of molecules,
represented here by the chloroform molecule,
along with an illustration of its energy levels under
a magnetic field. b) A typical cryostat that contains
the superconducting magnet generating the static
magnetic field. c) A typical RF coil used to apply
radio-frequency pulses and detect the NMR signal.
d) Observed NMR spectra of hydrogen and carbon
for the chloroform molecules, where each line
reveals partial information about the system
density matrix.
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dynamics.
A striking example observed in solid-state NMR is many-body localization, where a system fails to thermalize despite in-

teractions, defying conventional equilibrium statistical mechanics [96]. Using the theory of effective Hamiltonian, it is also
possible to simulate the thermalization of an ensemble of single spins in contact with an environment at negative temperatures
[94]. Additionally, periodic pulse applications in dipolar-coupled systems have revealed signatures of time crystals [97] and
Floquet prethermalization [99]. Here, it is important to note that even before recent interest in many-body physics, NMR had
already observed signs of collective spins dynamics such as the Floquet prethermalization, previously termed quasi-equilibrium
in the NMR literature [98]. Given the rich set of physical phenomena and potential applications in quantum information devices,
solid-state NMR is expected to be further explored in the future.

In the scenarios discussed above, we have considered spin ensembles at room temperature. However, single-spin magnetic
resonance can also be implemented using Nitrogen Vacancy (NV) centers in diamonds. NV centers are point defects in the
diamond lattice, where a nitrogen atom replaces a carbon adjacent to a vacancy. In its negatively charged state, the ground state
of the six-electron system (two from Nitrogen, three from Carbon, and one additional captured electron) has spin S = 1, which
can be manipulated using microwave irradiation. In crystals with sufficiently low defect concentrations, individual defects can
be observed via a technique known as Optically Detected Magnetic Resonance (ODMR). This setup can be further used for
quantum thermodynamics in the future, as it allows experimental tests to be performed on a single spin [101].

Broader perspective and relevance to other fields. The ability to manipulate spin systems with high precision makes NMR
an ideal platform for studying fundamental thermodynamic processes at the quantum scale. The control techniques developed
over years of research have allowed using NMR to design and experimentally test concepts of quantum thermodynamics, such
as designing quantum engines, building thermal reservoirs, studying fluctuation theorem, work production and entropy of ther-
modynamic cycles.

Apart from its relevance for fundamental physics, NMR based quantum thermodynamics has also the potential to drive ad-
vancements in quantum technology in different fields. For example, analyzing the thermodynamic cost of quantum information
processing can help to optimize the operation of quantum computers. A deeper understanding of energy dissipation and entropy
generation in quantum systems could lead to better designs for quantum hardware [14]. Quantum thermodynamics may also
contribute to the development of novel devices in the realm of quantum technologies. Quantum batteries and quantum engines
are examples of proposed devices whose performance can be enhanced by concepts developed within quantum thermodynamics.
The lessons learned from NMR could advance such technologies in a similar way to that NMR quantum information processing
has done for quantum computing [102].

Quantum many-body physics is another field in which NMR serves as a valuable experimental platform. The dynamics of
interacting quantum particles are central to understanding non-equilibrium quantum matter, quantum information propagation,
and fundamental aspects of condensed matter physics, such as the mechanisms of thermalization.

A particularly intriguing phenomenon in this context is the study of time crystals, which hold potential applications in
quantum sensing. Solid-state NMR techniques applied to dipolar-coupled nuclear spins enable analog quantum simulations of
many-body physics, addressing these topics, as demonstrated in recent experiments [96–99]. As interest in quantum many-body
physics continues to grow within the condensed matter and quantum information communities, NMR is expected to play an
increasingly valuable role as an experimental technique in this field of research.

Concluding Remarks. Magnetic resonance is one of the most successful experimental techniques used in both academia and
industry. In particular, nuclear magnetic resonance has an exceptionally wide range of applications. To cite just a few examples,
NMR plays a crucial role in chemical analysis, medical imaging, drug discovery, and oil exploration.

After decades of development, NMR has evolved into a robust and precise technique for manipulating nuclear spins. Beyond
its traditional applications, NMR has also been established as a valuable tool for advancing quantum control techniques. No-
tably, it was the first experimental technique to demonstrate the implementation of a quantum algorithm, marking a significant
milestone in the field of quantum computing.

More recently, NMR has emerged as an excellent testbed for the rapidly growing field of quantum thermodynamics, pro-
viding a controllable and accessible platform for investigating fundamental thermodynamic principles at the quantum level.
Additionally, it has proven to be a powerful tool for studying quantum many-body systems, enabling experimental exploration
of complex quantum interactions and non-equilibrium dynamics. As interest in these areas continues to grow, along with po-
tential applications in quantum information technology, we expect NMR to remain a versatile and indispensable platform for
experiments in quantum physics.
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VII. QUANTUM THERMODYNAMICS WITH TRAPPED IONS
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State-of-the-art. The technological progress of the past century has culminated to the construction of the first quantum
devices, whose promise is to exploit genuinely quantum features to outperform their classical counterparts. These devices,
ranging from high-precision sensors to quantum computers, are realized through a variety of physical platforms, each presenting
their own distinct advantages and challenges. In this rich panorama, quantum thermodynamics stands out as a powerful compass:
through the formulation of fundamental bounds and universal equalities, its aim is to characterize their performance through the
physically meaningful lens of the ’thermodynamic cost’ associated with their operation, measured in terms of irreversibility.
Recent developments of quantum thermodynamics are in fact devoted to precisely quantify the impact of quantum properties
such as coherence, entanglement, non-Markovian memory effects and even quantum measurements on thermodynamic quantities
such as the extractable output power or the dissipated heat, as well as their fluctuations. This framework ultimately provides
guiding principles to optimize the operational regimes and energetic footprint of next-generation quantum technologies.

Among the existing quantum platforms, trapped ions have gained the spotlight as one of the most suitable systems for bottom-
up realizations of protocols from quantum thermodynamics, with the ultimate goal of probing it beyond the boundaries of current
theoretical predictions. Radiofrequency or Penning traps are employed to store individual atomic ions, typically group II or rare-
earth atoms, each encoding a two-level system (qubit) on pairs of long-lived states, either Zeeman or hyperfine sub-levels of the
electronic ground state and/or an optically excited metastable electronic state. Crucially, each ion is tightly confined in well-
defined potential wells, often arranged in linear chains, and accurately probed, manipulated and read-out using radiofrequency-,
microwave- and optical fields. The availability of optical transitions enables the convenient engineering of dissipative channels,
which is particularly neat in the context of quantum thermodynamics. The high degree of control enables the realization of
engineered (and also time-dependent) Hamiltonians and baths that are useful for simulating thermodynamic processes in the
quantum regime. Additionally, laser cooling techniques can bring ions to the motional ground state, which gives access to
coherent manipulation and probing of harmonic oscillator degrees of freedom. This enables the realization of a wealth of
protocols within quantum thermodynamics, for instance a continuous degree of freedom can act as a work repository [65] (or
quantum battery).

Trapped ion platforms exhibit long coherence times and yet unparalleled precision in quantum state control and high-fidelity
operations. This is precisely what rendered them ideal testbeds for conducting groundbreaking experimental investigations in
quantum thermodynamics over the past decade. These include the realization of single-spin quantum heat engines [60] and heat-
leak detectors [103], the investigation of Landauer’s principle [104] and of work fluctuation relations and entropy production’s
quantum distribution [105]. Finally, trapped ions offer capabilities for high-fidelity in-sequence readout and coherent real-time
feedback operations, which is of particular importance for realizing variations of Maxwell’s demon in the quantum realm [106].

Current and future challenges. One of the first challenges posed by quantum thermodynamics is the proper definition and
precise measurement of work and heat in the quantum realm. A common approach is to define them (conceptually and op-
eratively) through the so-called two-point measurement (TPM) scheme, according to which the quantities entering the energy
book-keeping equation known as the First Law require a consecutive projective measurement of energy at different times. This
in turn requires the possibility to perform high-fidelity quantum non-demolition measurements, which are available on trapped
ion platforms [107]. In trapped ion systems, thermodynamic work can be directly controlled and measured according to this
scheme via the application of time-dependent control fields, which modify the energy levels of the system.

Most importantly, trapped ions are able to preserve quantum coherence and entanglement for comparatively long times and
with high accuracy. This makes them the perfect candidate to study the impact of genuine quantum properties (such as quantum
friction) on thermodynamic quantities such as work and entropy production, not just at the level of averages but also at the
full stochastic level. Furthermore, the typically short duration of the laser pulses, used to emulate Hamiltonian quenches and
unitary gates, allows to implement many operations on the system before having to reset the qubit, thus granting the possibility
to investigate thermodynamics even in the slow-driving regime.

By using e.g. laser-driven interactions, researchers can furthermore create entangled states that serve as resources in quan-
tum thermodynamic protocols, such as quantum-enhanced work extraction or refrigeration [108]. All these experiments help
to elucidate the role of quantum coherence in thermodynamic transformations, paving the way to elucidating how classical
thermodynamics emerges from quantum mechanics.

Despite the high degree of isolation of trapped ions from the surrounding environment, these systems have been used to
detect heat leaks [103] and even to explore fundamental questions such as the emergence of the second law of thermodynamics
in small quantum systems, the efficiency of quantum heat engines and fluctuation relations [109]. In order to achieve this,
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additional laser fields were successfully employed in order to mimic the effects of external thermal baths onto the dynamics
of the ions: for example, amplitude-damping or depolarizing channels can readily be realized by means of incomplete optical
pumping. Dephasing channels can be realized by generating entanglement with ancilla qubits, which are subsequently traced
out. Importantly, the concept of temperature, one of the most fundamental ones in thermodynamics, is likewise mimicked
owing to the fact that trapped ions encode qubits whose populations can always be made to match those given by a thermal
Boltzmann-Gibbs ensemble.

One of the main technological challenges that trapped-ion platforms have faced insofar is scalability. Although recent progress
has been made in this respect [110], there are technical limits to the maximum number of qubits that can be stored and controlled
in a single Paul or Penning trap. Different approaches to extend scalability have been explored and implemented, such as
the so-called Quantum Charge Coupled Device (QCCD) architecture, which aims at proving increased scalability via multiple
storage potentials and ion shuttling. Fully overcoming this technological limitation would open the door to study quantum ther-
modynamics with trapped ions in the many-body regime, where emergent thermodynamic phenomena such as phase transitions
are expected to onset.

Broader perspective and relevance to other fields. The exquisite level of control and versatility offered by trapped-ion
systems has not only made them instrumental in order to advance quantum technologies in general as well as to investigate
a plethora of other physical scenarios.

Trapped ion platforms are in fact one of the leading contenders for realizing universal quantum computers, both in academia
and industry. Owing to the pioneering work by Landauer and Bennett, quantum computation and quantum thermodynamics
are considered to be profoundly intertwined, and studies of Landauer’s erasure at the quantum stochastic level or quantum
thermodynamic uncertainty relations are finding increasing applications to quantum circuits and to quantify the thermodynamic
cost of mid-circuit measurements. Moreover, there is a fundamental link between quantum error correcting codes and quantum
heat engines [111]. The synergetic development of both quantum thermodynamics, especially of its stochastic version, and
of trapped ion platforms, has the potential to foster an improved understanding of the notoriously intricate question for which
problems and under which conditions a genuine quantum advantage can be expected.

However, the applicability of both trapped ion systems and stochastic thermodynamics branches out beyond quantum com-
puting. Laser-cooled ions have been used to emulate nano-contacts and to provide insights into friction processes [112], ranging
from earthquakes and wear/crack propagation, to fibrous composite materials, DNA strands sliding and protein propagation.
All these scenarios are in turn notoriously framed and quantitatively described by stochastic thermodynamics results, such as
Jarzynski’s and Crook’s fluctuation relations.

Further applications of trapped ions include simulations of spin-lattices relevant to condensed matter systems and to strongly-
coupled quantum field theories, with applications to high-energy particle and nuclear physics [113]. Last but not least, trapped
ions also find applications in high-precision sensing [114] and atomic clocks [115]. Serendipitously, one of the main develop-
ments of quantum thermodynamics nowadays follows its applications to quantum metrology and sensing, as well as to quantum
clocks [116].

Concluding Remarks. Trapped ion systems have established themselves as a cornerstone in the advancement of quantum
technologies, offering unparalleled precision in the control and measurement of individual quantum systems. Their exceptional
capabilities have facilitated significant progress across various domains, including quantum computing, precision metrology, and
quantum simulation.

Owing to significant developments over recent years, these platforms have also established themselves as a powerful and
reliable testbed for quantum thermodynamics, enabling the investigation of fundamental thermodynamic principles at the quan-
tum scale. Experiments with trapped ions have provided critical insights into quantum heat engines, work fluctuations, entropy
production, and the thermodynamic role of coherence and entanglement.

As the field of quantum thermodynamics continues to expand, alongside its growing relevance to quantum information science
and quantum technologies, trapped ion platforms are poised to remain at the forefront of experimental quantum thermodynamics.

Acknowledgements. G.G. acknowledges support from the Italian Ministry of Research (MUR) under the grant ’Rita Levi-
Montalcini’.
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VIII. NV CENTERS IN DIAMOND FOR QUANTUM THERMODYNAMICS

Santiago Hernández-Gómez and Nicole Fabbri
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State-of-the-art. While quantum thermodynamics has made enormous strides in theoretical research, experimental progress
is challenged by the need of precise control of thermodynamic processes in quantum systems at the nanoscale. In recent years,
advances in quantum technologies have provided new test beds for quantum thermodynamics, ranging from superconducting
circuits (Sec.III) to ultracold atoms (Sec. IV), to quantum dots (Sec.V), NMR systems (Sec. VI), trapped ions (Sec. VII), and,
more recently, color centers in diamond, as discussed in this Section. Color centers are fluorescent quantum defects in solid
state materials, with local electronic wavefunctions that mimic the behavior of single trapped atoms. Among these centers,
nitrogen-vacancy (NV) centers in diamond – consisting of a nitrogen atom adjacent to a vacancy in the diamond lattice – stand
out due to their remarkable properties. Their success in quantum technology applications spanning the three areas of quantum
sensing [117], computing [118, 119], and communication [120], is largely due to their long coherence times for both electronic
and nuclear spins, even at room temperature. These electronic and nuclear spins can be manipulated at the single qubit level
using microwave (mw) and radiofrequency (rf) fields respectively, and the electronic spin state can be efficiently initialized and
read out optically. The spin energy levels of the NV electronic triplet ground state can used to implement both spin qubits and
qutrits. The optical initialization into a pure state allows for preparation in both mixed and pure states. The interaction with a rich
environment enables the realization of two- or multi- qubit dynamics, and the implementation of unitary, unital, and dissipative
maps.

• Nuclear spin bath. The NV qubit interacts with a complex environment, composed of randomly distributed 13C nuclear
spins and other paramagnetic impurities. The large ensemble of unresolved 13C can be treated as a collective bath, where
the ratio between the environment internal energy and its coupling to the NV center can be tuned by varying the strength
of an applied external magnetic field, allowing exploration of different regimes [121, 122]:

(i) Thermal bath. In the weak coupling regime, the unpolarized nuclear spin ensemble can be described as a time-
varying mean field with stochastic amplitude and phase, and the interaction of the NV electronic spin and this bath
takes the form of an effective dephasing Hamiltonian.

(ii) Quantum bath. In the strong coupling regime, the dynamics of the nuclear spin bath is influenced by the controlled
NV dynamics, due to the back action of the NV spin onto the bath itself. This leads to behavior that deviates from a
classical description and results in entangled states, which contribute to decoherence by destroying the off-diagonal
elements of the NV density matrix.

• Coupling to single nearby nuclear spins. The controlled manipulation of entangled states in strongly coupled electron-
nuclear spin systems opens up opportunities for creating hybrid spin registers [123], developing advanced readout
schemes [124], and implementing interferometric protocols that make use of ancillary qubits [125].

• Engineered laser-induced dissipation and projective measurements. The application of short laser pulses can be used to
combine quantum projective measurements and tunable optical pumping, providing new avenues for exploring quantum
dissipative processes in the presence of feedback mechanisms [101].

The combination of the precise control on electronic and nuclear spins at the single qubit level and the versatility in im-
plementing a large variety of open quantum system scenarios makes NV centers in diamond an emerging ideal platform for
investigating thermodynamic processes at the nanoscale. Recent groundbreaking results include the experimental demonstration
of power advantage in a quantum heat engine [126], the realization of a novel type of autonomous Maxwell’s demon acting on a
dissipative channel [101], the observation of quasi-Floquet prethermalization [127], the observation of coherence signatures in
entropy production [128] and anomalous work extraction [125, 129].

Current and future challenges. Single NV centers have been used to investigate energy transfer mechanisms in open quantum
systems, particularly within the framework of Jarzynski-like quantum fluctuation relations using the two-point measurement
(TPM) protocol [101, 130]. However, experimentally verifying quantum fluctuation relations in driven open quantum system
remains a significant challenge. Progress has been made with the demonstration of the quantum fluctuation relation in its integral
form, in the special cases of an effective infinite-temperature reservoir, and when the total work vanishes at stroboscopic times
despite non-zero delivered power [131]. Nevertheless, an experimental demonstration in more general scenarios is still lacking,
primarily due to the conceptual and operative difficulty of distinguishing work and heat. An interferometric method has been
theoretically proposed to obtain the work statistics in open driven systems, even in the strongly dissipative regime [132] but the
experimental implementation is still missing.
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Recent approaches were also aimed at clarifying the contribution of initial quantum coherence and multi-time correlations be-
tween incompatible observables in quantum thermodynamic processes, which are not captured by standard TPM protocols. The
end-point measurement (EPM) approach [133] was used to characterize the entropy production associated to quantum coherence
in the state of a driven open quantum system [128]. Additionally, the measurement of Kirkwood-Dirac quasiprobability (KDQ)
distributions of work in closed systems was achieved via a weak-TPM [129] and an ancilla-assisted interferometric scheme [125],
enabling the observation of anomalous work extraction and the demonstration of the Robertson-Schrödinger uncertainty relation.
However, the measurement of KDQ distributions in open quantum systems remains an open issue.

NV centers can also be used to explore new regimes in quantum heat engines, where not only efficiency but also power
output can be optimized. NV ensembles have been used to implement quantum heat engines, demonstrating a power advantage
due to coherence [126]. Exploring the effects of out-of-equilibrium dynamics at stroke transitions would enable exploration of
thermalizing and non-thermalizing heat strokes, which are expected to result in higher work extraction [134].

More broadly, current thermodynamics experiments on diamond platforms have been currently limited to single qubits or
qutrits, or two-qubit interactions. While single NV centers provide a rich platform for quantum thermodynamics, many practical
applications require larger, multi-qubit systems, where collective effects and entanglement can play a more pronounced role.
This requires overcoming technical challenges related to the control and the protection of coherence of multi-qubit systems,
addressable in low temperature experiments, and exploiting advanced coherent control tool such as dynamical decoupling [135].

Broader perspective and relevance to other fields. The high degree of control and the versatility of the NV platform enables
the investigation of a variety of open quantum system dynamics and explore energy exchange mechanisms at the nanoscales.
Remarkably, NV centers have recently been used to demonstrate KDQ as a promising distribution for understanding work statis-
tics. Extending previous experimental findings to many-body dynamics opens the door to exploring regimes where correlations
between subsystems become crucial. Measuring multi-time correlation functions not only provides insights into the statistics of
individual observables but also reveals their trajectory-like statistics. This approach addresses a central challenge in quantum
thermodynamics: defining non-state variables like Work, Heat, and Entropy. It paves the way for studying new efficiency and
power regimes in heat engines, investigating irreversibility and the arrow of time in quantum systems, and testing fundamental
limits such as the Leggett–Garg and Bell inequalities for observables measured at different times.

We also anticipate that a solid, experimentally-grounded understanding of quantum thermodynamic processes at the nanoscale
will drive advancements in energy harvesting and the management of dissipation and thermalization in quantum devices. This
could lead to the energetic optimization of future quantum technologies through more informed design, a topic of growing
importance in light of industrial adoption and sustainability concerns. The discovery of novel behaviors may spark technolog-
ical breakthroughs, such as optimized quantum gates, innovative sensing schemes, on-chip engines and refrigerators, or new
energy storage methods. Furthermore, the research in this field could provide valuable insights into the experimental validation
of foundational concepts like work in the quantum realm, quantum fluctuations, and autonomous systems, with far-reaching
applications in quantum sensing and computing.

Concluding Remarks. The long coherence times of diamond spins and the ability to address them individually, along with
the interactions of the NV center with the surrounding nuclear spin environment, and the possibility to engineer unitary, unital,
or dissipative maps by applying laser and mw pulses, provide a rich testbed for simulating complex quantum systems and in-
vestigating novel quantum thermodynamic effects. In many quantum technology applications in the areas of sensing, computing
and communication, decoherence and dissipation are significant obstacles, as they degrade the fidelity of quantum gates and
diminish the sensitivity of quantum sensors. Understanding and controlling dissipation and thermalization processes holds great
potential for improving quantum tasks and designing energetically optimized quantum devices.
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State-of-the-art. Advanced real-time feedback control schemes are essential in modern technology and are nearly ubiquitous
in diverse applications, ranging from autonomous driving to stabilizing power grids. The integration (or co-design) of systems
and control algorithms is known to be key for high-performance applications, as exemplified by the field of mechatronics [136].

Over the last decades, methods from automatic control have also been applied to quantum systems [137] with striking success,
e.g., to generate non-classical states in Rydberg atom arrays [138] by pre-calculated controo signals or to stabilize photon-number
states in a cavity [139] through measurement-based feedback schemes.

However, the integration of control algorithms into the design of quantum systems still leaves much to explore and constitutes
a highly promising avenue to genuinely novel and innovative quantum platforms. Our perspective will focus on measurement
based control of optomechanical systems [140], where so far optimal feedback has been successfully applied to effectively
counteract thermal and quantum back-action noise to prepare nearly pure Gaussian quantum states by ground-state cooling
[141, 142]. Looking ahead, especially experiments based on levitation are poised to extend operations with dynamically shaped
nonlinear potentials into the quantum non-Gaussian regime [143]. With experimental capabilities improving rapidly, also the
demand for more complex control tasks in the quantum regime increases and the role of measurement and quantum fluctuations
becomes central. Accordingly, a natural question emerges: Can quantum thermodynamics inform the design of experiments
and real-time control strategies? To answer this question, one has to bridge the gap between theory in stochastic and quantum
thermodynamics and control engineering.

From a thermodynamic perspective, measurement-based feedback schemes essentially implement a classical Maxwell de-
mon, embodied by detectors and a computer, that can monitor the mechanical motion and act accordingly on the system. Such
a scenario has been implemented and analyzed on a variety of experimental platforms [144], for example, to create virtual
potential landscapes or for the comparably simple task of motional feedback cooling. Thermodynamics provides limits to the
performance of measurement-based feedback control [145, 146] in the form of a second law and fluctuation theorems that
incorporate information gain. Originally, such a second law of information thermodynamics was formulated in the framework
of stochastic thermodynamics [147].

Current and future challenges. Yet, a mismatch exists between the description of Maxwell’s demon in information thermo-
dynamics and optimal feedback control even in the simple classical linear case: Thermodynamic bounds that include information
terms typically assume control based on instantaneous measurements. This is well approximated in many experimental scenarios
that have been investigated. However, optimal control strategies in engineering usually rely on the full history of measurements,
using all available information but making them inherently non-Markovian. Integrating such feedback into standard stochas-
tic master equations (SMEs) is particularly challenging, as incorporating non-Markovian effect into SMEs is nontrivial. This
challenge extends to thermodynamics, where non-Markovianity has a critical impact on the second law and the analysis of fluc-
tuation theorems even for linear feedback with delayed measurement [148]. The ultimate thermodynamic bounds derived for a
system under measurement-based feedback should be based on the optimal use of all available information, as is done in optimal
control.

In turn, thermodynamic bounds tailored to available experimental resources could inform experiments that utilize feedback
schemes about feasible operations and assess control performance as they would constitute fundamental benchmarks. This is
particularly intriguing in the quantum regime, where the act of measurement fundamentally alters the state of the system through
localization and backaction. For a linear feedback scenario, the contribution of quantum measurements to entropy production
has been observed in a recent experiment. Such linear feedback strategies do not necessitate a dedicated quantum model as
well-established stochastically optimal control strategies apply and quantum backaction only appears as correlations of mea-
surement and process noise [149]. However, experiments in the linear regime are intrinsically limited to Gaussian states. Today,
new schemes enable access to nonlinear dynamics where genuine quantum features such as Wigner negativity appear, posing
new opportunities and challenges both for quantum thermodynamics and measurement-based feedback control schemes. For
example, the choice of measurement becomes crucial as it determines which quantum features, like Wigner negativity, can
be preserved, and thus which states remain accessible. Specific strategies, such as restricting measurement to certain quadra-
tures, can help preserve non-Gaussian features while mitigating excessive entropy production. At the same time, such selective
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measurements inherently limit the information available to control algorithms.
In addition to these general constraints, the systematic design of new experiments also requires a mathematical formulation

of the control objective. Specifically, this objective is implemented by a cost function that the control algorithm attempts to
minimize based on the available system model, measurement data, and control parameters. For instance, in feedback cooling, the
cost function is often chosen as the energy of a harmonic oscillator. In more advanced applications, the choice of cost function
is less obvious. Consider, for instance, the preparation of entanglement between two mechanical oscillators. Obviously, neither
minimizing energy nor maximizing state purity will necessarily maximize the entanglement, but could also lead to independently
cooled oscillators. Recently, it has been shown that EPR correlations provide a suitable cost function to enhance achievable
entanglement [150]. However, it may not be optimal given the available resources and constraints in any given experimental
setting. The situation is even less clear for the generation of non-Gaussian states like cat states. Quantum thermodynamics
may provide the right point of view to guide and evaluate the systematic utilization of measurement and model information in
actively controlled open quantum systems.

Broader perspective and relevance to other fields. The fundamental limits of control imposed by thermodynamics have
received surprisingly little attention in the control community so far. However, they may become crucial when operating in the
quantum regime. For experiments, feedback control is a powerful tool, enabling the manipulation of a system’s dynamics beyond
what is naturally accessible. This results in a nonequilibrium steady state or process, where entropy production, decoherence,
and entropy pumping by the feedback must be carefully managed. A framework that embraces both the control engineering and
the thermodynamics perspective would significantly contribute to methods on the control of continuously monitored systems
including applications in quantum optomechanics.

Measurement-based feedback control offers distinct benefits for mechanical sensing. First, keeping the system within a well-
characterized operating range enhances sensor fidelity. Second, stabilizing naturally unstable dynamics improves the signal-to-
noise ratio by amplifying the sensor’s response to external forces relative to detector noise. Also, time-dependent driving in
combination with measurement-based control can prepare specific quantum states, which allow to push the sensing performance
beyond the Heisenberg limit. This advantage is already evident in the stabilization of squeezed states (e.g., via optical cavities)
and could be even more pronounced with non-Gaussian states.

Some fundamental tests of quantum physics require significantly extending the coherence length of increasingly massive
quantum systems. As mass increases, the free expansion rate of initially pure quantum states decreases, such that decoherence
requirements become difficult to manage. To speed up the expansion, the use of repulsive potentials has been proposed. Com-
bining this approach with measurement-based feedback may offer a way to control the nonequilibrium process of preparing
the desired quantum state in such unstable regimes, balancing the competing effects of entropy production, decoherence, and
entropy pumping. While these constraints limit what can be achieved, they also define a structured landscape of possibilities,
guiding the design of optimal control strategies to reach otherwise inaccessible quantum states.

Concluding Remarks. The design of novel quantum experiments is driven by the creativity of researchers who work with
an ever-expanding toolbox of methods. Classical control engineering is not only becoming an increasingly important part of
this toolbox but also introduces a perspective that emphasizes the goal-driven co-design of experimental setups and control
electronics. While this brief perspective cannot do full justice to the wealth of groundbreaking work in quantum control and
quantum thermodynamics, its aim is to highlight key opportunities and challenges in adopting such an interdisciplinary ap-
proach, using optomechanical systems as an example. We have argued that once the frameworks of quantum thermodynamics
and control engineering are well-aligned, quantum thermodynamics can play a direct role in experiment design by benchmarking
and informing control strategies. Beyond this, exploring the thermodynamics of quantum control in nonlinear systems presents
a wealth of open questions that can be tackled through a joint effort at the intersection of both fields.
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State-of-the-art. Fig. 5 depicts a 3-qubit quantum absorption refrigerator, a device that has been central to the development
of quantum thermodynamics (QT) in the last two decades [11]. Recently, this device was experimentally implemented using
superconducting circuits [52], which represents a paradigm shift in the practical uses of QT for modern quantum experiments.
The basic idea of Ref. [52] was that qubit Q3 is part of a quantum computer, and will therefore be involved in a variety of tasks.
Whenever Q3 needs to be reset, a microwave drive mimicking a hot bath is used to populate Q1. Any excitation in Q3 will then
be combined through a resonance condition to create an excitation in Q2, which is then dumped to the cold bath. The authors
have shown that this method is competitive to state-of-the-art qubit reset techniques.

This experiment is the first concrete practical application of quantum thermodynamics. And it highlights new paradigms that
will shape the community in the coming years. For example, in thermodynamics heat baths are traditionally assumed to be
cheap resources. In quantum systems cold baths occur naturally, but hot baths do not. In fact, in Ref. [52] the authors used a
microwave drive as a substitute. This suggests that quantum thermodynamicists might need to reevaluate the use of hot baths as
cheap resources.

The other paradigm shift introduced by the idea of cooling on demand [52]. Most QT studies have focused on nonequilib-
rium steady states (NESSs), where steady currents of heat/work flow from one part of the system to another. For the scenario
described in Fig. 5 the steady state is irrelevant. Instead, the correct question is “how much time will it take until Q3 is cooled?”
or “if I perform a cooling protocol with a fixed duration ∆t, what is the probability that Q3 cools?” Addressing these questions
requires going beyond steady states. This is a single-shot problem, which should therefore be studied from the perspective of
quantum trajectories [151]. Even though quantum trajectories are, by now, fairly well understood, there are still several open
questions concerning their thermodynamic properties. In this article, we discuss these challenges and the new and interesting
research directions they might lead to.

Current and future challenges. Unlike classical stochastic thermodynamics, quantum systems are prone to measurement-
induced back-action and fluctuations, so analyzing the thermodynamics of quantum trajectories requires a new paradigm. This
challenges the fundamental nature of entropy, work, and heat at the single-trajectory level [152, 153]. Over the last decade,
various experiments have studied thermodynamics at the level of single quantum trajectories [154, 155]. However, in these
papers, the thermodynamic properties were assessed from the trajectories and not directly measured since such measurements
are extremely challenging even at the ensemble level [156, 157].

Many theoretical questions remain open, particularly regarding the role of quantum coherence in continuously monitored
systems [158]. In a coherent quantum trajectory, the system evolves in superpositions of energy eigenstates, raising concerns
about the definitions of heat and work in this context. This reflects the Bayesian nature of quantum trajectories, where the
conditional state is our best estimate based on available information. In contrast, classical energy is a tangible resource consumed
to perform work. This disparity prompts a crucial question: how does energy in a quantum trajectory transition to a usable
resource?

The challenge becomes even more pronounced when considering entropy production, a measure of irreversibility. Significant
efforts have explored its quantum nature through Fluctuation Theorems (FTs) [6]. The prevailing approach, which remains
widely used, is that these should be based on a two-point measurement scheme, where a quantum system is measured at the
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FIG. 5: Schematics of a quantum absorption refrigerator with 3 qubits. Heat naturally flows from the hot bath to the cold bath,
through qubits Q1 and Q2. However, the qubits’ frequencies ω1/2 are designed to be far off-resonance blocking the natural flow.
A third qubit Q3 is introduced with a gap ω3, designed so that ω1 + ω3 = ω2. This resonance condition allows for two
excitations, one in Q1 and one in Q3, to be converted into a single excitation in Q2. Any excitation in Q3 will therefore be
sucked off by the hot/cold temperature gradient. The device therefore operates like an autonomous refrigerator helping qubit Q3
cool.
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beginning and the end of a protocol. However, quantum trajectories are inferred from continuous weak measurements which
never let the system fully collapse, necessitating more sophisticated formulations of FTs.

The description of thermodynamic currents at the trajectory level must go beyond the steady state paradigm. Originally devel-
oped for long-time statistics, full counting statistics (FCS) provides a powerful framework for this analysis [3]. Several groups,
including ours, have recently sought to extend FCS to describe thermodynamics at the trajectory level [159, 160]. For instance,
consider the cooling protocol in Fig. 5 as a single stochastic event. Thermal and quantum fluctuations lead to three possible
outcomes: successful cooling S , a failure F without cooling, or a disaster D where Q3 is heated instead. Their probabilities
sum to unity: PS + PF + PD = 1. Ideally, one would desire PS = 1, but this is unattainable in practice. Eliminating disastrous
events (PD = 0) may come at the cost of increasing failures PF , raising a key question: Should a machine prioritize avoiding
disasters at the cost of frequent failures, or allow a small probability of disaster to improve success? These trade-offs are central
to thermodynamics in stochastic systems. While experiments ultimately reveal the answers, a robust theoretical framework is
needed to assess these probabilities realistically. In addition, the time associated with these events is also crucial. The duration
of these stochastic events follows a waiting-time distribution that can be different for S , F, and D. Notably, if failures occur on
short timescales, their impact may be mitigated by the ability to quickly attempt the cooling process again. Understanding these
temporal aspects is key to practical cooling strategies.

Broader perspective and relevance to other fields. The ability to manipulate quantum trajectories is a powerful tool for
understanding entropy production, fluctuations, and energetics of quantum systems leading to various new applications. Cooling
— as in Fig. 5 — is just one example. Another is quantum control and metrology discussed in Secs. IX and XXI. Understanding
thermodynamic properties at the trajectory level can inform optimal strategies for manipulating quantum states with e.g. minimal
energy dissipation. This has implications in quantum sensing, where thermodynamic considerations provide a way to improve
sensitivity and precision, see Secs. XVI and XVIII. Monitoring quantum trajectories and their statistics also provides a unique
way to enhance feedback mechanisms that are crucial to e.g. stabilize quantum states in a quantum computer.

The characterization of quantum trajectories is also intimately related to technologies such as quantum heat engines and
quantum batteries. In general, characterizing the steady state of such devices is not enough, since there are trade-offs between
heating capacity and heating precision. In the same spirit, understanding the thermodynamics at the trajectory level can provide
better charging protocols, see Sec. XXII. If there is any ambition that quantum thermodynamic devices may be useful in the
future, then it surely depends on our understanding of quantum trajectories.

Finally, experiments on small nonequilibrium systems very often lack spatial or temporal resolution to keep track of all
relevant degrees of freedom, which renders the measurement of thermodynamic quantities very difficult. This has been broadly
studied in the context of coarse-grained dynamics [161]. Accounting for coarse-graining in the thermodynamic variables has
long been an active topic of study in the stochastic thermodynamics community. The presence of quantum coherence introduces
new challenges.

Quantum thermodynamics has long addressed fundamental questions, which become even more significant in the context
of quantum trajectories. Classically, energy is a readily available resource whereas in quantum mechanics it is manifested as
the quantity appearing in the exponential factor e−iEt, essentially representing just a frequency. Bridging the gap between this
abstract notion and the concept of energy as a usable resource is a non-trivial task that involves an amplification mechanism.
Making this connection meaningful would be much easier if guided by experiments (see Secs. V and XI).

Concluding Remarks. We provided a brief overview of the thermodynamics of quantum trajectories. This field has seen
exciting developments recently both in theory and experiment. It is also driven by the potential use of quantum thermodynamics
as a genuinely useful tool for modern quantum-coherent applications. We have highlighted key challenges that work in unison
with theory and experiment. Namely, (a) how to define and monitor trajectory-level thermodynamic quantities in a model-
agnostic way; (b) how to extend fluctuation theorems for the quantum realm; (c) how to characterize the role of coherence and
superposition in assessing the energetics quantum trajectories; and (d) how to use trajectories to properly and fully characterize
out of equilibrium thermodynamic quantities. Overall, the insights on thermodynamical aspects of quantum trajectories are
likely to contribute significantly in shaping the next generation of quantum technologies.

Acknowledgements. This material is based upon work supported by the U.S. Department of Energy, Office of Science, Office
of Basic Energy Sciences under Award Number DE-SC0025516.
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State-of-the-art. Energetic properties of electron transport at the nanoscale are of importance in a wide range of fields
reaching from the development of practical applications to fundamental questions in quantum transport and thermodynamics.
Nanostructuring provides opportunities for energy filtering that can significantly improve thermoelectrics [162] or photovoltaics.
Recently, similar energy-filtering mechanisms have been used in a very different context, namely for energy conversion in
quantum-transport realizations of heat engines, which convert a heat flow into tiny amounts of electrical power but at high
efficiencies, on the level of single-electron processes [163, 164]. In steady-state quantum-dot heat engines, for example, as
sketched in Fig. 6, energy transfer occurs via energy-selective electron tunneling [163], Fig. 6(a), or via Coulomb interaction
between capacitively coupled quantum dots [164], Fig. 6(b). These experiments require careful design at the nanoscale to control
the coupling to the environment. Crucially, the low energy scales of quantum devices (≲ 1K), restricts experiments to very low
temperatures. This imposes additional hurdles, as couplings of electrons to thermal baths (phonons and photons) decay as power
laws in temperature, which makes things even more challenging for small sample volumes ∼ (10 − 100 nm)3 [165]. Hence,
controlling and fine-tuning electron temperatures remains a difficult task.

But low-temperature nanoelectronic setups also provide novel strategies for energy conversion that are not available in standard
macroscopic engines [166]. Energy-filtering due to quantum interference [166] or even strong correlations [167] are at the basis
of quantum thermoelectric effects, tunable via electromagnetic fields impacting the phase of coherent electron states. Strong
magnetic fields also lead to time-reversal symmetry breaking in quantum Hall setups, where, similar to other topological systems,
chiral electron transport increases control over heat and charge transport [168] and even allows for switching between engine
operation principles [166]. Furthermore, correlations induced between single-electron processes via capacitively coupled device
elements provide a platform for implementing information-driven engines [144].

From a different perspective, quantum thermodynamics provides a novel tool for quantum transport spectroscopy, giving
insights into quantum many-body effects, which are not accessible from pure charge transport analyses. Measurements of the
Seebeck coefficient give access to Kondo physics [169] or energy current measurements are proposed to access strong electron
correlations dominated by Coulomb interactions. For ballistic systems, the signature of these interactions are deviations from
the otherwise quantized heat flow, like in heat Coulomb blockade [168] where one quantum of thermal conductance is exactly
suppressed [Fig. 7(a)]. Such transport spectroscopy is made possible through noise thermometry, exploiting the fluctuation-
dissipation relation (FDR) between the voltage noise spectrum S V of a mesoscopic quantum system at frequencies much lower
than kBT/ℏ, and its electron temperature T , S V = 4kBTR.
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FIG. 6: (a) A nanostructure acting as an energy filter generates a thermoelectric current. (b) A current can be generated in an
isothermal and electrically isolated conductor (bottom) by interaction-mediated conversion of a resource (up) that can be heat
but also noise or a nonthermal distribution.
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Current and future challenges. The intriguing features of the heat Coulomb blockade reveal hindered thermalization at
time-scales relevant for heat transport [168]. This absence of thermalization is relevant also for energy-conversion processes in
nanoscale devices [170]. Indeed, one of the key differences between macroscopic and nanoscale engines lies in the available
diverse resources, going beyond the standard resources (heat or work). The quantum-dot experiment [164] sketched in Fig. 6(b)
basically rectifies environmental fluctuations as resource, which are thermal in [164], but could in general be of different na-
ture, e.g., when generated by nearby working devices on a chip. Nonthermal distributions [170], for example due to hindered
equilibration of the electronic distributions in the presence of competing environments, quantum correlations in the bath, or
correlations induced by the bath coupling [171] can be exploited to perform a useful task without the heat flow from a resource
that a standard heat engine would require. A pressing question at the interface between quantum thermodynamics and quantum
transport is hence how one can best make use of such “nonthermal” resources. An important requirement to identify “how use-
ful” a given energy conversion process would be is the understanding of how to best quantify the resource of such non-standard
engines (and hence the resulting efficiencies) and how to connect them to relevant quantum-transport observables.

One of the benefits of nonthermal resources for energy conversion could be their impact on the precision of the desired output,
in the style of squeezing that improves sensing. Indeed, noise in quantum transport is not only a “tool” for transport spectroscopy
or a resource that can be rectified into useful power — it importantly also limits the precision of a desired output [172, 173].
While this is typically not of relevance in macroscopic engines, energy and charge fluctuations at the nanoscale are easily of the
same order of magnitude as average currents [174].

Therefore also for detection of small (< mK) temperature increases (due to, e.g., single particle absorption or emission),
as required for transport spectroscopy, precision is a bottleneck. Nanoscale systems typically possess a small specific heat
which makes them suited for calorimetry, but they also undergo significant temperature fluctuations at equilibrium, that limit
their resolution. The lower bound on such fluctuations, which is dictated by the FDR for heat currents, was reached recently
[175] [see Fig. 7(b)]. An associated fundamental question is when a violation of the FDR at finite frequency ℏω ≳ kBT occurs.
Indeed, at high-frequency (GHz or higher) temperature may be ill-defined [165]. Combined with the technical difficulties of
high-frequency noise measurements, this makes detecting such a violation difficult.

Broader perspective and relevance to other fields. The amount of fluctuations that are to be expected or that need to be
accepted in an energy-conversion process realized in a quantum-transport setting can be shown to fulfill constraints in the spirit
of thermodynamic or kinetic uncertainty relations, see Sec. XVI. The constraints on the precision of currents and output power,
which result from quantum-transport calculations [173], hence relate to research in (quantum) stochastic thermodynamics, which
typically relies on an analysis of stochastic processes [172] in terms of stochastic trajectories, see also Sec. X The challenge in
combining these two areas lies in the way in which strong coupling and quantum effects, which play an important role in energy-
conversion in quantum transport, are treated. An important task for the future will hence be to make meaningful connections
between the quantum-transport and the stochastic-trajectory descriptions. From the perspective of applications and experiments,
it will become important to optimize energy-conversion with respect to precision as well as to actually measure the precision of
relevant transport quantities and how they relate to predicted bounds.

Beyond the measurement of noise even the full statistics of electron transfer can be accessed in quantum-transport measure-
ments via charge-counting experiments [174]. This was recently shown to give insights into the entropy of quantum systems,

FIG. 7: (a) Heat Coulomb Blockade experiment (adapted from [168]): the macroscopic charge degree of freedom of a metallic
island at temperature TΩ is frozen due to strong Coulomb interactions. This leads to exactly one suppressed quantum of thermal
conductance towards a drain reservoir D via chiral ballistic channels. (b) Temperature fluctuations monitored in a
nano-absorber N (adapted from [175]) through proximity superconductor thermometry (S an I parts). At low mean calorimeter
temperature, the lowest bound in temperature sensitivity at equilibrium is reached.
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thereby opening a new direction in quantum transport spectroscopy combined with thermodynamics, see Sec. V. Indeed, strongly
interacting systems possess an entropy that is not obtained through simple counting of ground state microstates, making its mea-
surement an appealing probe of correlations. This entropy measurement, using Maxwell relations on the charge response to
temperature changes, is an achievement that is only possible through reliable control of local temperature and heating.

While we have in this section highlighted some recent experiments in quantum-dot and semiconductor devices, both for
energy conversion and for thermodynamics in quantum transport spectroscopy, the described achievements and challenges are
highly relevant also in other types of platforms. We would in particular like to mention superconducting devices, see Sec. III,
where additional phase-coherent control of heat currents can be achieved, or hybrid devices, where electron quantum transport
is impacted or induced by coupling to photon or phonon heat resources. Exotic properties of new materials may also be ex-
ploited, for instance the quasiparticle nature determines the transport properties in strongly correlated materials, see for example
Sec. XXII, and finite spectral Berry curvature opens transverse channels for the thermoelectric effect in systems with nontrivial
topology.

Concluding Remarks. We focused here on two aspects where quantum transport and thermodynamics meet: Energy conver-
sion and transport spectroscopy. The former allows to use transport settings as heat engines at the nanoscale, where additional
resources, such as quantum coherence or nonthermal distributions, become available. The latter exploits quantum thermodynam-
ics to reveal additional insights into quantum systems, such as many-body effects. Both aspects come with new opportunities and
challenges. On the one hand, one might envision energy converting devices providing power or refrigeration to other quantum
technologies, or being used to manage excess heat. However, these devices are still limited to low temperatures (≲ 1 K), making
it necessary to extend their operation to higher temperatures for broader application. On the other hand, transport spectroscopy
would benefit from having higher control on temperatures and access to their fluctuations. This would allow to develop novel
transport spectroscopy tools, where inferring heat statistics and entropy production and testing for violations of the heat FDR at
high frequencies are some examples.
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State-of-the-art. The central questions in the field of thermalization of quantum many-body systems are (i) whether an
isolated quantum many-body system thermalizes, and (ii) if it does, what is the mechanism behind thermalization? In this sense,
the field tries to answer the fundamental questions of whether temperature could emerge from the microscopical details of a
quantum many-body system and its dynamics, and how a quantum bath becomes a bath in the first place. In this perspective,
our aim is to explore the intersection of many-body quantum thermalization with quantum thermodynamics, and determine the
current and future challenges at this uncharted overlap. In this section, we start with a brief review of quantum thermalization.

Although the dynamics of isolated quantum many-body systems is reversible and unitary, they still exhibit a form of equili-
bration which is defined as ‘the dynamical process where a time-dependent observable evolves to some equilibrium value and
remains close to this value for most times during the time evolution’ [176]. Given an arbitrary initial state |ψ(0)⟩ and an evolution
Hamiltonian H with an eigenbasis {Em, |ϕm⟩}, the initial state in the basis of the evolution Hamiltonian is |ψ(0)⟩ =

∑
m cm |ϕm⟩.

Let the system have a local operator Ô, where Onm = ⟨ϕn|Ô|ϕm⟩ is the eigenstate expectation values. The observables at later
times are determined by ⟨Ô(t)⟩ =

∑
mn c∗mcn exp [−i(Em − En)t]Onm. Then mathematically the equilibration is defined as

lim
T→∞

1
T

∫ ∞
0
⟨Ô(t)⟩dt = ⟨Ô(t → ∞)⟩ =

∑
m

|cm|
2Omm, (1)

where the second equality holds for a non-degenerate spectrum, and is called the prediction of diagonal ensemble [177]. Hence,
we observe that the equilibration in a unitary and reversible many-body quantum system is simply phase decoherence over
time. For thermalization to happen, the equilibration stated above must be captured by a statistical ensemble. This leads to the
celebrated eigenstate thermalization hypothesis (ETH) [176–179],

Omn = O(Ē)δmn +max|Omn| fO(Ē, Em − En)Rmn, (2)

where Ē = (Em + En)/2 is the center of an energy window Ek ∈ ∆E of size Nint; |Rmn|
2 = 1 are real or complex random

variables depending on the symmetries ofH ; O(Ē) and fO(Ē, Em − En) are smooth functions of their arguments. Let us unpack
Eq. (2). Due to the smoothness assumption of O(Ē), we can Taylor expand the diagonal elements Omm around Ē and utilizing
the prediction of diagonal ensemble defined above, one can derive a bound on how large the energy window must be such that
Omm = O(Ē) holds [178]. This importantly shows that the equilibrium properties of the system is independent of the properties
of the initial state, except its energy Ē =

∑
m |cm|

2Em. Hence, the first term is also where we can invoke statistical mechanics.
Since the system is isolated, we expect O(Ē) is to be predicted by the microcanonical ensemble, i.e., Omm = O(Ē) = Tr{ρmcÔ}

where ρmc =
1

Nint

∑
ϕn∈∆E |ϕk⟩⟨ϕk |.

The second term states that the off-diagonal elements of Omn are negligibly small compared to the diagonal elements Omm,
and follow the distributions of random matrix theory (RMT) [178, 179]. This term is also the connection of ETH to quantum
chaos, which is described by RMT and Berry’s random-wave conjecture for eigenstates [180]. The essence of this hypothesis is
that one eigenstate alone encodes the equilibrium (long-time) properties ofH , and therefore |ϕk⟩ are thermal eigenstates.

In its strong form of ETH, the many-body system will thermalize starting from any initial state, which also implies an arbitrary
size for the energy window over the spectrum [181] and can be understood within the bound mentioned above for the window.
However, ETH can still hold, albeit in its weak form, if a vanishingly small fraction of the spectrum is nonthermal, leading to
the fact that not all initial states can result in thermalization. This observation led to a construction where a single nonthermal
many-body state can be embedded in a thermal spectrum [182] breaking the strong form of ETH, which is the first example of
weak ergodicity breaking, often called quantum many-body scarring [183].

Current and future challenges. In classical and quantum thermodynamics, the presence of a bath with infinitely many degrees
of freedom is typically assumed in thermodynamic processes and cycles (see Secs. III, IV). Even when a quantum bath is
considered, e.g., in open quantum systems and quantum thermodynamics, such a bath is chosen to be non-interacting many-
body system, and assumed to be in a Gibbs state with a well-defined temperature [184]. However, non-interacting isolated
many-body systems are known to not thermalize or satisfy ETH in its strong form [179]. Then the most immediate question
that arises at the intersection of many-body quantum thermalization and thermodynamics is whether ETH could lead to quantum
baths to be utilized in thermodynamic processes.

Although so far no ETH bath has been used in a thermodynamic process, such as a heat engine or refrigeration cycle, signif-
icant steps have recently been taken toward utilizing the theory of ETH in quantum thermodynamics. Specifically, Ref. [185]
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derived a quantum master equation for a single qubit that is coupled to an ETH bath. In this analytical treatment, the ETH
bath is assumed to be in the state ρmc, which is consistent with Omm = Tr{ρmcÔ}. The notion has been formally extended to
a large class of pure initial states in Ref. [186], which was numerically shown in [185] to hold for a model of cold bosonic
atoms loaded in a two-band double-well potential. Therefore, these works along with more recent references in [186] reveal the
wisdom that the diagonal part of the ETH leads to a shift in the energy levels of the system qubit, while the RMT, apparent in the
non-diagonal part of the ETH, is responsible for both the loss of coherence and the thermalization of the system, i.e., emergence
of Markovianity, so long as the system and the bath can also exchange energy [185].

Despite the system being set to be a single qubit so far, the ETH bath exhibits energy and temperature fluctuations in time,
due to the fact that it is a finite-size bath [185, 186]. What do the temperature fluctuations depend on in addition to the system
size? For example, if the system is considered to be two qubits with correlations, the information encoded in the set of two
qubits will be lost only to the local probes due to information scrambling [187], still existing distributed over the bath degrees
of freedom. Furthermore, although common intuition demands a much smaller system size than the size of the bath to ensure
Markovianity, this intuition might not always hold. If a long chain is significantly disordered to exhibit many-body localization,
even a small RMT bath of three qubits can drive the larger system to delocalize [188]. It is important to understand the interplay
of system and ETH bath in depth, not only for fundamental reasons but also for practical reasons. For example, once we utilize
a many-body ETH bath in a thermodynamic cycle, the temperature fluctuations in the bath will likely alter its efficiency [189].

Broader perspective and relevance to other fields. Typical physical systems have mixed spectra having nonthermal regions
in their Hilbert spaces, hence effectively forming only a weak ETH bath. In this sense, it will also be helpful to understand how
the rare regular regions embedded in the thermal spectra alter the Markovianity of the bath and to examine the memory effects
induced by the weak ETH in the system.

Thermodynamic cycles can be implemented on quantum simulation platforms with Floquet engineering [190]. It is also long
known that periodically driving a quantum many-body system at certain frequency regimes leads to the emergence of quantum
chaos and thermalization of local observables [191, 192]. Given that the emergence of Markovianity mainly relies on the
random matrix theory, as discussed in the previous section, could Floquet-driven many-body systems also act as faithful quan-
tum baths? Designing drives to simultaneously implement quantum baths and thermodynamic cycles in many-body systems,
which are spatially separated into different zones of baths and the system, is an exciting direction. In a similar spirit, recently
the spatially deformed Hamiltonians have been proposed to cool down a half of a quantum many-body system to its ground
state by treating the other half as a ‘bath’, and hence effectively creating a temperature gradient between the two sides for the
entropy to flow [193]. Given that their many-body system is a non-integrable model, which likely thermalizes via the ETH,
their setup can instead be considered as two quantum baths exchanging energy to lower the temperature of one. Such a design
is passive, whereas Ref. [194] periodically resets the bath degrees of freedom, which are a set of non-interacting qubits. The
latter setup is reminiscent of single-bath quantum thermodynamic cycle [184] with an important difference that bath degrees
of freedom deterministically couple to the cooling system, hence possibly lacking Markovianity. Nevertheless, [194] success-
fully shows that the technology is ripe to implement genuine quantum heat baths and construct thermodynamic cycles with them.

Concluding Remarks. In this perspective, we discussed the current and future prospects of finite-size quantum heat baths, –a
topic at the intersection of many-body quantum thermalization and quantum thermodynamics. More specifically, we explained
how finite-size quantum baths can be understood within the framework of eigenstate thermalization hypothesis, and why they
exhibit the characteristics of genuine Markovian baths. The limitations of these novel baths that harness the power of random
matrix theory and how their ability to thermalize and its efficiency depend on the quantum correlations, random disorder and size
of the system to thermalize remain to be explored. In an equally intriguing final note, they await being utilized in thermodynamic
devices.

Acknowledgements. C.B.D. acknowledges support from Faculty 100 Initiative at Indiana University.
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State-of-the-art. Quantum thermodynamics has gained considerable attention during the recent years, due to its significant
fundamental as well as practical importance. On one hand, the field helps us to understand if the well-established laws of classical
thermodynamics are valid in the quantum regime, and whether additional universal features, such as in the statistics of quantum
machines output [195], exist for quantum systems. On the other hand, advancements in laws governing the thermodynamics of
quantum systems enable us to design machines which harness quantum physics for their operation.

The development of quantum machines for real-world purposes would necessitate scaling up of quantum technologies to
many-body systems [196]. For example, already several works have reported quantum simulators based on hundreds of atoms
[197], regarded as driven dissipative many-body systems. The effectiveness of such simulators crucially depends on their ability
to sustain non-equilibrium states while evading thermalization and heating, which inevitably lead to the loss of locally stored
quantum information. Understanding the thermodynamics of such systems is therefore crucial to mitigate the effects of noise
and dissipation.

Simulators showing quantum advantage can bring about a disruptive change in the existing technologies [197]. Similarly,
many-body engines and batteries, especially those showing quantum advantage [198] can be highly relevant for the development
of energy-efficient machines. Several many-body effects have been shown to be beneficial in this respect. For example, phase
transitions may allow us to develop engines which operate with non-zero efficiency even close to the Canot limit [199], while
superabsorption may enable us to design high-performing many-body quantum batteries [200]. Statistics of quantum particles
have been used to enhance the performance of engines [201], and experimentally realize a novel quantum engine based on BEC-
BCS crossover [61]. Long-range interactions have proven useful to boost quantum thermal devices by reducing non-adiabatic
losses and enhancing the power-to-efficiency ratio [202]. Collective effects, where multiple spins are collectively coupled to
dissipative baths, have been shown to enhance the output work of engines [203], while boundary time crystals, a relatively newly
discovered phase of matter, can be used to design high-precision quantum sensors [204]. In addition, several works have shown
the crucial role that many-body effects can play in the thermodynamics of quantum systems, and in the development of quantum
machines [9, 196]. Below we delve more into this topic, addressing the challenges and connections to other areas in quantum
science and technologies.

Current and future challenges. While many-body effects hold promise to harness quantum thermodynamic advantage, ex-
ploring them in real-world devices remains challenging [10, 196]. In the following, we highlight a few critical theoretical and
experimental issues and discuss potential strategies to overcome them.

Theoretical and numerical methods: more accurate methods are needed to model out-of-equilibrium many-body systems
in the presence of dissipation. Currently, tensor networks are among the most powerful numerical techniques for studying
strongly correlated phenomena with controlled precision, especially in one dimension. Recent improvements have enabled
finite-temperature and time-dependent calculations, as well as extensions to open and higher-dimensional systems. However, the
study of work distributions and entropy production has been restricted to simplified models - exactly solvable due to some inte-
grability and/or symmetries - or limited to unsatisfactorily small systems. These difficulties have inspired a few approximation
schemes tailored to specific regimes. For example, mean-field and density functional theories have proven to be useful in weakly
interacting systems, or within linear response and perturbation theory valid in sudden quenches and slow-driven regimes[10].

Experimental scalability: the success of quantum thermodynamics has extended beyond its theoretical foundation, thanks to
experimental efforts, from which it was possible to verify laws and fluctuation theorems, and realize heat engines, in atomic-scale
setups. Only recently, batteries [200] and cycles [61] fueled by many-body effects started to be explored in cold atom platforms.
A remarkable experiment implemented an Otto cycle with the working stages crossing the BEC-BCS transition [61]. The
efficiency, much lower than Carnot’s limit, could be improved with shortcuts-to-adiabaticity [205], a strategy hard to implement
in strongly correlated regimes, especially at criticality. Different platforms to implement many-body quantum thermodynamics
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are nevertheless still lacking. Time crystals are emerging as promising candidates due to their intrinsic collective effects, and
their potential as quantum heat engines. In addition, these phases have been already realised on a variety of platforms [196].

Two-point measurements and tomography, two techniques to access quantities such as work fluctuations and entropy produc-
tion, are difficult to adapt for many-body setups; here it would require an exponentially large number of projections in highly
entangled states, which are difficult to prepare and measure. Weak measurements and spectroscopies in the linear-response
regime would offer an interesting alternative for probing the characteristic function of work. Shadow tomography could be
explored to obtain quantities defined in terms of distances between quantum states, including entropy production.

Broader perspective and relevance to other fields. The fields of quantum thermodynamics and quantum technologies are
inherently connected to other fields, such as quantum control, open systems, and many-body physics. The motivation to build
high-performing finite-time quantum engines can lead to the introduction of novel quantum control protocols [205]. Scaling up
of quantum engines to multi-particle systems necessitates studies on the dynamics of many-body open quantum systems [203].
Further pursuing these topics would result in more efficient protocols to manipulate and sustain many-body correlations, opening
new possibilities for achieving different phases of matter in- and out-of-equilibrium.

Development of technologies in the quantum regime may necessitate precise measurement of different parameters, such as
temperatures and magnetic fields. This has boosted the advancement of the field of many-body effects enhanced sensitivity
[9, 204], especially near criticality and in the presence of collective dynamics [196].

Energy storage in the quantum regime can have a significant impact on the field of many-body quantum batteries. For example,
finding practical ways to store significant amounts of ergotropy or work capacity, has led to studies on quantum batteries which
are reliable, operate with high charging power, and are robust against dissipation [9, 198, 200].

Several experimental platforms relevant to quantum technologies naturally host long-range interactions, where two-body
potentials decay as a function of the interparticle distance r following a power law V(r) ∝ r−α. Notable examples include dipolar
interactions in Rydberg atom arrays (α = 3 or 6), quantum gases coupled to optical cavities (α = 0) and trapped-ions (α ≈ 0−3).
Such systems have proven useful in quantum metrology, search algorithms, and quantum batteries. Recent work indicates that
long-range interactions can reduce non-adiabatic effects in finite-time processes [202]. A comprehensive framework for the
quantum thermodynamics of these systems would therefore be of broad relevance.

Finally, the idea that quantum thermodynamic advantages can be obtained through many-body effects can inspire novel
developments in quantum computing. At the hardware level, new strategies for cooling and controlling qubits are crucial for
resilient quantum computation. A recent proposal of an autonomously driven refrigerator based on three-body interactions
has demonstrated high efficiency in resetting superconducting qubits [52]. At the software level, the possibility to simulate
thermodynamics experiments with many qubits can lead not only to better quantum algorithms [197], but also provide valuable
insights into how quantum correlations can serve as a thermodynamic resource. Quantum variational algorithms to maximise
ergotropy through entangling operations could improve thermodynamic protocols yielding maximum work.

Concluding Remarks. In conclusion, thermodynamics of many-body systems is a vibrant field of study, which on one hand
contributes to fundamental research in quantum thermodynamics, and on the other hand, can be crucial for the development
of high-performing practical quantum technologies [196]. In addition, research on many-body quantum technologies, which
operate following the laws of thermodynamics in the quantum regime, can play an important role in varied fields of study,
including quantum control and many-body physics. The study of energy transfer and thermodynamics in many-particle models
can also help unveil the quantum-to-classical crossover, and benefit other fields, ranging from chemistry to biology. Recent
experiments on many-body quantum engines [61] and quantum batteries [200] seem very promising. However, in light of the
challenges discussed above, more intensive research is needed for understanding the thermodynamics of many-body systems,
and for developing many-body effects assisted quantum technologies.
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XIV. STRONG COUPLING THERMODYNAMICS

Janet Anders
Institute of Physics and Astronomy, University of Potsdam, 14476 Potsdam, Germany, and
Department of Physics and Astronomy, University of Exeter, Exeter EX4 4QL, United Kingdom

State-of-the-art. Strong coupling thermodynamics extends standard thermodynamics to explicitly include a system’s inter-
action with its bath in all considerations [206, 207]. While irrelevant for macroscopic systems where only the bath’s temperature
is felt by the system, the details of the system-bath coupling can be an essential factor in determining the dynamics and steady
state of microscopic and quantum systems. To illustrate how this arises, one can consider the case where the total system and
bath have come to equilibrium at inverse temperature β. Their canonical state then is τtot = e−βHtot/ tr

[
e−βHtot

]
with total Hamilto-

nian Htot = HS + HB + λVint where HS describes the bare system, HB the bare bath, and λVint the system-bath interaction. The
properties of the system are then described by the reduced state trB[τtot] =: τMF(λ). When the system-bath coupling is ultraweak,
i.e. λ → 0, it is easy to see that the system state simplifies to the standard Gibbs state τMF(λ → 0) = e−βHS / tr

[
e−βHS

]
=: τG.

However, for non-negligible λ, the system’s reduced equilibrium state τMF(λ), often referred to as the mean force (Gibbs) state
[208], will generally differ from τG.

Thermodynamic arguments assume that the equilibrium state is τG. The presence of non-negligible system-bath coupling, and
the modification of the system equilibrium state, requires a fundamental rethink of thermodynamic accounting and arguments.
Classical stochastic thermodynamic frameworks have been developed [206, 207], which consistently include the system-bath
coupling in the splitting of energies into work and heat, as well as the definition of entropy. Classical and quantum fluctuation
relations have been extended [209, 210], and non-Markovian dynamics arising from strong system-bath coupling has been shown
to be embeddable into a Markovian description under certain assumptions of timescale separation [211]. While the bath impacts
on both, open classical and quantum systems, their resulting MF states are not the same. A quantum-classical correspondence of
the equilibrium state was proven for an uncoupled spin (closed system) by Millard & Leff, and Lieb, in the 1970’, and has now
been extended to an open system for the first time [212].

Moreover, the emergence of the above constructed MF state as the dynamical steady state of an open quantum system
has been shown for a number of cases. This includes general analytical arguments for the so-called weak coupling regime
[213], where expansion to order λ2 is sufficient, and for the ultrastrong coupling regime [214, 215], where taking the 0-
th order in the limit 1/λ → 0 is sufficient. For a harmonic oscillator, which is linearly coupled to a bath of harmonic
oscillators, it was proven that system observables, as well as multi-time correlation functions, relax to their correspond-
ing values for the MF state [216]. A second widely used open system model is the spin-boson model, with Hamiltonian
Htot = −

ℏωL
2 σz +

1
2

∫ ∞
0 dω

(
P2
ω + ω

2X2
ω

)2
+ λ ℏ2σθ

∫ ∞
0 dωCω Xω where σx,y,z are the Pauli matrices for a spin-1/2, and a θ-angled

direction is chosen for the interaction, i.e. σθ = cos θ σz − sin θ σx. Coupling is with coupling function Cω to the bosonic bath,
with operators Pω and Xω, at frequencies ω. Numerical solution of its dynamics has consistently shown a match between steady
state and MF state at all coupling strengths [212], see also Fig. 8, while an analytical proof is missing.

Current and future challenges. Despite considerable progress, an extensive range of questions are open [208]. Here we give
a few pointers for the way ahead.

Whether the maximum efficiency/power of thermal machines is affected by increased coupling to the bath is an ongoing issue
of debate. For an Otto cycle the efficiency was argued to be increased [217, 218], while for Carnot cycles it was found to
be at most on par with the Carnot efficiency [219]. Similarly, for thermometry, it has been shown that using a probe that is
strongly coupled to the bath whose temperature is to be determined can be advantageous at low temperatures [220]. However,
more research is needed to fully explores system-bath coupling benefits for thermodynamic cycles and practically relevant
thermometry, see also Secs. XXI and XXIII.

“Strong coupling thermodynamics” is the umbrella term whenever the coupling λVint plays a non-negligible thermodynamic
role. Within, various coupling regimes can be identified which range from weak (the regime of validity of many master equations,
including Lindblad and Redfield) to ultrastrong. For the spin-boson model, the boundaries of these regimes have recently been
identified [212], see Fig. 8. However, a more general understanding of how to gauge whether a system is in a particular
coupling regime is missing. (Note, that the interaction term λVint acts on both, the system and bath, and a general operator norm
comparison with the bare system Hamiltonian HS is futile.)

To explicitly express a quantum system’s MF state τMF(λ) in terms of system operators alone, a key mathematical chal-
lenge is to analytically carry out the trace over the bath. For a generic system coupled to a single bosonic bath, this has been
achieved [221] in the weak and ultrastrong limit. A first route to characterise the intermediate regime has been opened by
the reaction-coordinate polaron-transform (RCPT) framework developed in [222]. Extensions of these ideas to different bath
choices, including fermionic baths, are currently missing. Moreover, there is the possibility of several non-commuting operators
of the system to couple to multiple baths, which can lead to significantly increased system-bath entanglement [223]. The explo-
ration of non-commuting coupling operators is still in its infancy, and bridges to non-Abelian thermal states (NATS) discussed
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FIG. 8: Left: Expectation values of σz (in panel a) and σx (in panel b) of the θ-angled spin-boson model at θ = 45◦ and T = 0
for a Lorentzian function Cω, see [212], as a function of overall coupling strength ζ ≡ λ2. The match between the numerically
exact quantum MF state (blue solid lines) with the quantum Gibbs state (light green dashed), and the analytically known weak
coupling MF state (dark green dashed) and ultrastrong MF state (dark grey dashed) is used to identify four coupling regimes:
ultraweak (UW), weak (WK), ultrastrong (US) and intermediate (IM). Note also the match between the numerically found
dynamical steady state (blue triangles) and the MF state (blue solid). Right: Coupling regime boundaries as a function of ζ and
temperature T , evidencing the tendency of returning to lesser coupling regimes at higher temperatures. This figure is for the
quantum model, while a similar figure exists for the classical model. Figure adapted from [212].

in Sec. XVII.
Furthermore, beyond the weak/ultrastrong coupling limit, and beyond a handful of specific models, there is a need for general

proofs that the dynamical steady state of an open system (if it exists and is unique) is in fact the MF state. Related to this, it is
important to realise that most master equation derivations make a range of approximations to fix the steady state to be the Gibbs
state. However, if the system-bath dynamics should result in the system relaxing to the MF state, then approximate (master)
equations should reproduce this too. Exactly that is achieved by the canonically consistent master equation (CCQME), which is
constructed with a dissipator that has the MF state as the steady state [224]. Interestingly, for a few test models, the CCQME has
also produced early time dynamics that are closer to the exact dynamics than standard master equations (Lindblad, Redfield).
This indicates a new potential to construct efficiently solvable master equations that can better describe the full dynamics. Master
equations are widely used, from quantum optics and quantum technologies, to the modeling of chemical reaction rates.

Finally, much anticipated are future experiments that show clear signatures of a system’s coupling to its environment beyond
the ultraweak limit, such as the observation of non-Markovian dynamics arising from bath-induced memory kernels, and the
observation of signatures of bath-induced changes to the equilibrium state. Impurities in cold gases are one possible platform,
while other experimental platforms where microscopic systems are strongly affected by their environment should be explored
for quantitative tests.

Broader perspective and relevance to other fields. “Strong coupling” is a phrase frequently attached to the neighbouring
area of light-matter interactions, where two quantum systems (coherently) interact with each other, while coupling less with a
dissipative environment. The last two decades have seen huge advances here, in both theory and experiment, where regimes
range from weak to “deep-strong” [225]. The difference in “strong coupling thermodynamics” is that the system (consisting
of one or more parts) here couples significantly to a bath which supports a range of frequencies. Instead of coherent energetic
exchange between two quantum systems, one here has the (coherent) energetic exchange between a system and its bath, which
affects the system’s thermodynamic properties, including its energy, heat exchange, heat capacity, equilibration behaviour, steady
state, and so on. Ongoing experimental advances mean that both, system and bath, can be characterised in finer and finer detail.
Soon it will become possible to quantitatively verify/falsify system-bath models that have been widely used for more than 40
years. This emerging capability to compare experiment and theory brings the exciting potential of discovery of new physics.

Concluding Remarks. All physics undergraduates learn about the Boltzmann distribution (a.k.a. the Gibbs state for the
quantum case). The question of how realistic it is that a microscopic system interacts with a bath and comes to equilibrium with
it, while not interacting with it so much that there are strong coupling effects, was hardly ever asked. The ongoing developments
in this subfield have the power of discovering new physics and changing undergraduate textbooks on thermodynamics and
statistical physics.
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XV. QUANTUM THERMODYNAMIC GEOMETRY
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State-of-the-art. Idealised thermodynamic transformations proceed quasi-statically with negligible entropy production, al-
lowing for simple characterisations of variables such as efficiency and extractable work. However, most realistic processes occur
over finite timescales in which the assumption of instantaneous equilibrium is not justified, raising the question of how best to
reduce the impact of entropy production. A formalism known as thermodynamic geometry was first introduced in the 1980s
to deal with finite-time corrections to classical, endoreversible thermodynamics [226]. The guiding principle is the following
geometric lower bound on the entropy production Σ produced in time τ,

Σ ≥
L2(λ⃗0, λ⃗τ)

τ
(3)

which is valid for slow but finite-time processes that stay close to equilibrium at all times. Here L(λ⃗0, λ⃗τ) is the thermodynamic
length connecting some initial and final configuration of time-dependent control variables λ⃗t such as the temperature, chemical
potential or Hamiltonian parameters. In general, the metric that determines this length encodes information about the equilibrium
state space as well as the non-equilibrium relaxation dynamics stemming from interactions with an environment. Through the
tools of differential geometry, minimization of the entropy production is achieved by ensuring the control variables follow a
geodesic path with respect to this thermodynamic metric, i.e., the path of least action.

This geometric approach to thermodynamics is particularly useful for controlling dissipation in microscopic systems out of
equilibrium, and so in the past two decades it has been adapted for use in classical stochastic thermodynamics [227]. Applications
here have included the optimal control of molecular motors and the reduction of energetic costs in classical bit erasure (see [228]
for a review).

Recently, it was extended into the quantum regime to address the thermodynamic optimisation of slowly driven open quantum
systems (see review [229] and references therein). This has been used to solve the problem of maximising efficiency and power
in low-dissipation quantum Carnot cycles [229] and Stirling cycles [230]. For quantum thermal machines, another important
performance metric is the stochastic work fluctuations, and the geometric approach has also been used as a tool for the multi-
objective optimisation of both dissipation and fluctuations simultaneously [231]. While simple low-dimensional systems were
considered initially, recent developments have explored applications of thermodynamic length in many-body systems, such as
the enhancement of a quantum heat engine undergoing Bose-Einstein condensation [232]. Another emblematic application
is in information erasure, where Landauer’s limit asserts that a minimum energy of kBT ln 2 is required to erase one bit of

FIG. 9: Illustration of the parameter curved
space of the control variable λ with an
example of a (non-optimal) protocol.
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information. In this case, the geometric approach has been used to derive a finite-time correction to such a fundamental bound
(see [233] and references therein), showing how the minimal work cost scales with the quality of the erasure process. Most
recently, thermodynamic geometry has been extended to describe slow transitions between quantum non-equilibrium steady
states. In that case the thermodynamic length can be used to characterise the non-adiabatic entropy production [234].

Current and future challenges. After extensive theoretical work on quantum thermodynamic geometry, experimental imple-
mentations of the formalism to optimal control are now beginning to take place. Experiments have applied minimally dissipative
protocols to optimise the cooling of a dilute atomic gas [235] and the erasure of information in a quantum dot [82]. However,
optimal thermodynamic control in the presence of quantum coherence remains an experimental challenge. As coherent control
of platforms such as trapped ions VII, cold atoms IV and quantum dots V are now rapidly developing, we anticipate such ex-
periments will soon take place. There are a number of key challenges that remain in order to move from theory to experiment.
Firstly, to optimise a given system one needs information about its thermodynamic geometry; this implicitly requires a measure-
ment of the thermodynamic metric tensor, which may be a difficult task in complex systems. Secondly, it is not known how
robust optimal protocols are to classical noise in the control parameters, and an important development would be to quantify and
account for these additional sources of irreversibility.

Another challenge lies in the fact that the current approaches to geometric control in quantum thermodynamics are limited
to slow, close-to-equilibrium transformations, and a more general approach that is applicable to arbitrarily fast non-equilibrium
dynamics is still missing. Some significant progress has been made in this direction with the development of the so-called quan-
tum Wasserstein distance as a generalised notion of thermodynamic length [236]. This approach has been successful at deriving
geometric finite-time bounds on entropy production akin to (3), though questions still remain as to how to saturate the bound
with a particular control protocol. Further mathematical developments will be needed to understand how to compute the quan-
tum Wasserstein distance and its associated geodesic paths. In this sense, it would also be beneficial to connect thermodynamic
geometry to numerical approaches to thermodynamic control, such as reinforcement learning [237] (see also Sec. XXI).

Thus far thermodynamic length and optimal control have primarily been applied to weakly-coupled open quantum systems
that are adequately described by a Markovian master equation. This is another limitation as many microscopic systems are
heavily influenced by interactions with the environment and their non-equilibrium dynamics may be non-Markovian in general,
see Sec. XIV. An important future challenge will be to understand how to utilise geometric control in these regimes, which
inevitably requires the use of more sophisticated dynamical modeling. This would greatly extend the experimental applicability
of thermodynamic length and allow one to minimise dissipation stemming from strong coupling to the environment. A first
example of using thermodynamic length to reduce dissipation in a strongly coupled fermionic system was recently explored
in [233].

Broader perspective and relevance to other fields. The mathematical framework of quantum thermodynamic geometry has
broad applications across quantum physics, from many-body systems to quantum information. One of its most impactful re-
sults is the derivation of speed limits, such as Eq. (3), which establish a fundamental trade-off between dissipation and the time
required to complete a given operation. These speed limits are particularly relevant in thermodynamic cooling and computing.
While we have mentioned their direct application to Landauer’s limit, future work is expected to also use them for other com-
putational tasks. In particular, this framework can find new applications in quantum computing and thermodynamic computing,
where the relaxation dynamics of dissipative systems are leveraged to perform logical operations, see e.g. [238].

Deep links between thermodynamic geometry and many-body dynamics are also anticipated. While thermodynamic geometry
has been formulated for open systems, there is no fundamental reason to expect that it cannot extend beyond this regime. Indeed,
insights from the behavior of isolated quantum many-body systems suggest that sufficiently complex many-body systems admit
a thermal description for most times and observables, see Sec. XII. We therefore expect that thermodynamic geometry can
also be applied to closed many-body systems. This would considerably increase its regime of applicability, while providing an
efficiently tool for controlling many-body systems in an energetically efficient manner.

Beyond closed many-body systems, thermodynamic geometry can also find applications in non-equilibrium steady states of
open-driven dissipative systems, where a novel class of phase transitions has been identified. While these phases have been
characterized in the context of information geometry (see [239] and references therein), a thermodynamic geometry approach
remains unexplored. This could, for instance, elucidate the finite-size and finite-time scaling of the minimum thermodynamic
cost associated with crossing or approaching the phase transition.

Finally, thermodynamic geometry can play a relevant role in metrology, where a system’s sensitivity to control parameters
determines its effectiveness in parameter estimation. For example, thermodynamic geometry can be leveraged to find optimal
protocols for estimating free energy [228]. Further applications in thermometry, as well as other sensing tasks involving open
quantum systems, are also envisioned (see Sec. XXIII).

Concluding Remarks. Thermodynamic geometry has a long history, starting with seminal works in the 1980s where the
concept of thermodynamic length was developed for macroscopic systems [226], along with its deep connection with dis-
sipation and irreversibility. Since then, this framework has been extended to nanoscale systems described within stochastic
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thermodynamics [227] , and more recently to quantum systems [229, 234]. Nowadays, it represents a versatile tool to optimally
control open quantum systems with minimal energy cost, while also providing new fundamental insights into the nature of
fluctuations [231]. As such, this framework has already found its use in the optimisation of microscopic engines [230, 231],
cooling protocols [235], information erasure [82, 233], as well as free energy estimation [228]. In the near future, we expect new
applications in the optimal control of many-body systems and particularly systems close to criticality, non-equilibrium sensing
tasks, as well as in analog computing (see Sec. XXIV).
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State-of-the-art. Achieving high precision demands high costs—an intuitive concept that has recently been formalized
through a class of uncertainty relations for mesoscopic systems [240]. Specifically, it has been rigorously demonstrated that
the relative fluctuation of currents is constrained from below by thermodynamic and kinetic costs, explicitly expressed as

FJ B
τVar[J]
⟨J⟩2

≥ ℓ(σ, a). (4)

Here, ⟨J⟩ and Var[J] represent the mean and variance, respectively, of a stochastic current J over a time interval τ, while σ
denotes the entropy production rate and a is the dynamical activity rate. Currents, such as heat flux, particle current, and
the displacement of molecular motors, are time-integrated observables that are odd under time reversal. The lower bound ℓ
can take various forms: ℓ1(x, y) B 2/x corresponds to the thermodynamic uncertainty relation (TUR) [241], ℓ2(x, y) B 1/y
represents the kinetic uncertainty relation (KUR) [242], and ℓ3(x, y) B (4y/x2)Φ(x/2y)2 provides a refined thermo-kinetic bound
(TKUR) [243], where Φ(x) denotes the inverse function of x tanh x. Historically, these uncertainty relations were developed for
classical Markov jump processes and overdamped Langevin systems. Despite their significance, they are not universally valid,
as violations have been identified in underdamped cases and non-Markovian dynamics. Notably, a generalized TUR can be
derived solely from fluctuation theorems for generic time-antisymmetric observables. Although this generalization is applicable
to a broad class of dynamics, it comes at the cost of significantly relaxing the lower bound ℓ, which becomes exponentially less
stringent than the original [244, 245]. These relations not only deepen our understanding of the interplay between precision and
costs but also enable diverse applications in nonequilibrium physics.

In quantum domains, classical uncertainty relations (4) have been numerically and experimentally observed to be violated,
prompting significant progress in their generalization to open quantum systems. While some results are available for relevant se-
tups [246–248], this perspective focuses specifically on quantum generalizations restricted to Markovian open quantum systems
[249–252], drawing an analogy to classical cases. The relevant findings are summarized in Table I. In essence, the bounds for
quantum systems generally include a quantum contribution, which characterizes the potential violation due to quantum effects.
An intuitive explanation for this violation is that the creation of quantum coherence facilitates the consecutive occurrence of
identical quantum jumps, thereby enhancing precision. In contrast, such a mechanism is absent in classical systems.

Generalizations Formulation Applicable observables References

Quantum KUR FJ ≥ 1/(a + q) counting observables [249, 250]

Quantum KUR FJ ≥ (1 + ψJ)2/a counting observables [251]

Quantum TKUR FJ ≥ (1 + δJ)2ℓ3(σ, a) currents [252]

TABLE I: Summary of quantum generalizations for Markovian dynamics with quantum jump unraveling. Here, q denotes a
quantum contribution from coherent dynamics, whereas ψJ and δJ are quantum contributions to the observable average. All
these contributions vanish in the classical limit. Note that ℓ3 ≥ max(ℓ1, ℓ2) since Φ(x) ≥ max(

√
x, x).

Current and future challenges. Thus far, it has been established that the precision of observables is constrained not only
by thermodynamic and kinetic costs but also by quantum coherence. Several quantum generalizations of classical bounds have
been derived for Markovian dynamics, shedding light on the precise role of quantum coherence. However, numerous challenges
remain to be addressed in future research.

The first challenge lies in extending these quantum bounds to non-Markovian and strong-coupling regimes, where memory
effects and environmental correlations significantly influence system dynamics. Current frameworks are predominantly centered
on Markovian dynamics, leaving a vast array of open questions for systems with complex interactions. A promising direction
involves exploring a composite setup in which the target system and its environment evolve under a unitary transformation,
with continuous measurements performed on the environment [247]. Alternatively, a two-point measurement scheme—where
observables are determined by the initial and final outcomes—may provide another viable approach. Identifying the relevant
costs that constrain the precision of observables in such scenarios remains a critical challenge.
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Elucidating the role of information flow in enhancing the precision of observables is another important task in the quan-
tum regime. In multipartite systems, information flow continuously occurs between subsystems. In classical cases, it is well-
established that, alongside energetic costs, information flow plays a vital role in improving the precision of currents. However,
the interplay between information flow, energetic costs, and precision in quantum domains remains an open question. This
challenge extends to measurement and feedback control processes, where entropy can be reduced without heat dissipation, as
exemplified by the Maxwell demon.

A different yet closely related aspect of observables is their response to parameter perturbations. Recent studies have demon-
strated that the response precision of observables is constrained by thermodynamic costs [253]. In quantum systems, while the
response precision of observables has been shown to be limited by dynamical activity [252], it remains an open question how
the response precision of currents is constrained by entropy production. Investigating this direction could provide a unified
understanding of quantum thermodynamics of precision and response.

Another notable challenge is investigating the precision of the first-passage time (FPT). In the classical domain, the relative
fluctuation of the FPT for currents has been shown to be constrained by entropy production in the large-threshold limit [254].
While an analogous bound in terms of dynamical activity has been derived [250], formulating a similar quantum bound in terms
of entropy production remains a significant challenge.

Broader perspective and relevance to other fields. Looking more broadly, the study of the TUR and KUR provides valuable
insights and has relevance to other fields. One notable application is in quantum heat engines, where a key question is whether the
Carnot efficiency can be achieved at finite power. For classical engines, a direct implication of the TUR is that achieving Carnot
efficiency at finite power is possible only if power fluctuations diverge. In the quantum regime, however, it has been shown
that quantum coherence between degenerate energy eigenstates can be exploited to attain Carnot efficiency at finite power.
Moreover, the quantum TKUR [252], which includes a quantum contribution absent in its classical counterpart, does not impose
the same restriction. This suggests the intriguing possibility of high-performance quantum heat engines without divergent power
fluctuations. Further exploration of this direction is crucial for advancing our understanding and design of efficient quantum heat
engines.

Another closely related field is quantum metrology, which focuses on estimating parameters—such as phase shifts, frequen-
cies, or coupling strengths—with the highest possible precision. The ultimate precision limit is set by the quantum Cramér-Rao
bound, which is determined by the quantum Fisher information (see also Sec. XXIII). Both quantum metrology and uncertainty
relations share a fundamental trade-off: achieving higher precision—whether in parameter estimation or current fluctuations—
requires expending a resource, such as quantum coherence and quantum entanglement in metrology or energetic dissipation in
the TUR. From a methodological perspective, these fields are also closely linked, as the quantum TUR and KUR can be derived
from the quantum Cramér-Rao bound. Exploring this connection is highly relevant, as it highlights how resource costs, such as
dissipation or other thermodynamic quantities, fundamentally constrain the achievable precision in quantum sensing. Advanc-
ing this direction could provide insights into a key problem: What is the minimum energetic cost required to achieve a desired
measurement precision in a quantum sensor?

Other promising areas for the development and application of uncertainty relations include quantum transport (see Sec. XI),
quantum measurement, quantum clocks (see Sec. XVIII), and quantum computation (see Sec. XXIV), where precision serves as
a key performance metric. It remains largely unexplored how these relations constrain the performance of quantum clocks and
quantum computing, as well as how quantum coherence can be leveraged to enhance their accuracy.

Concluding Remarks. In this perspective, we have briefly outlined the recently developed framework on the thermodynamics
of precision, with a particular focus on the TUR and KUR in Markovian dynamics. While the findings summarized in Table I
are based on quantum jump unraveling, similar results can be obtained for quantum diffusion unraveling. Beyond the Markovian
regime, the notion of stochastic trajectories becomes less well-defined, leaving open the question of how thermodynamic costs
constrain precision in such cases. The challenges and connections to other fields discussed above are by no means exhaustive, as
the trade-off between precision and cost is a fundamental aspect of nature. Developing variations of these uncertainty relations
for different setups and contexts is therefore a crucial direction for future research.

From a different viewpoint, the TUR can be interpreted as a refined version of the second law of thermodynamics. Similarly,
a trade-off between time, cost, and precision also arises in the context of the third law. This raises an intriguing question: How
can the framework of finite-time quantum thermodynamics be systematically characterized through trade-off relations in which
precision plays a central role? Exploring this possibility could offer deeper insights into the fundamental limits of thermody-
namic processes.
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State-of-the-art. Conserved quantities, called charges, are important in thermodynamics, as they restrict the available Hilbert
space. Common examples of charges include energy and particles. A Hamiltonian conserves charges globally and can transport
them between subsystems. For decades, thermodynamic charges were implicitly assumed to commute with each other, e.g., in
derivations of the thermal state’s form. Researchers discovered this implicit assumption approximately a decade ago, working
at the intersection of quantum information theory and quantum thermodynamics [255–257]. Yet the noncommutation of oper-
ators leads to quintessentially quantum phenomena such as the uncertainty principle. One must therefore ask, what happens
to thermodynamic results if charges fail to commute with each other? The subfield concerning the answer was dubbed the
thermodynamics of noncommuting charges, or non-Abelian thermodynamics.

We illustrate noncommuting thermodynamic charges using a chain of qubits interacting via a Heisenberg Hamiltonian [258–
260]: HHeis =

∑
i, j Ji j σ⃗

(i) · σ⃗( j). The σ⃗(i) denotes the conventional vector of Pauli operators at site i. Ji j denotes the hopping
frequency. The interaction conserves the components α = x, y, z of the total spin,

∑
i σ

(i)
α . The charges do not commute:

[σα, σα′ ] , 0 ∀α , α′ . Two qubits can form a system of interest, while the rest form an effective environment. One can study
how the charges affect this setup’s thermodynamics [258, 260, 261].

Charges’ noncommutation alters several thermodynamic results [261]. We now overview three examples, beginning with the
eigenstate thermalization hypothesis (ETH). The ETH explains how closed quantum many-body systems thermalize internally
(Sec. XII). Noncommuting charges violate the ETH, Murthy et al. found [262]. They therefore proposed a non-Abelian ETH
[262]. It implies that, under certain conditions, systems can locally thermalize to the same extent as under the conventional
ETH (in the absence of noncommuting charges): let N denote the total system size. According to the ordinary ETH, a generic
local operator’s time-averaged expectation value equals the thermal expectation value to within O(N−1) corrections. Under other
conditions, though, the corrections may be polynomially larger, scaling as O(N−1/2). Charges’ noncommutation may prevent
subsystems from thermalizing as much as usual in finite many-body systems.

Second, charges’ noncommutation causes derivations of the thermal state’s form to break down [257, 261]. Suppose that a
small system S and an environment E exchange only energy and particles. One can calculate S ’s thermal state as follows: assume
that SE is in a microcanonical state, with a well-defined number of particles and a fairly well-defined amount of energy. Trace
out E, and assume that S couples to E only weakly. The small system’s reduced state turns out to be the grand canonical state,
the thermal state that arises under global energy conservation and particle-number conservation. Now, suppose that S exchanges
noncommuting charges with E. The charges cannot necessarily have well-defined values simultaneously, so microcanonical
states may not exist. To rescue the derivation, researchers generalized the microcanonical state [257]. Doing so yields the
non-Abelian thermal state (NATS), ρ ∝ e−β(H+

∑
α µαQα) [255–257]. The β denotes the inverse temperature, and µα denotes the

effective chemical potential of charge Qα. Researchers observed signatures of the NATS in a trapped-ion system evolved under a
long-range Heisenberg Hamiltonian [260]. (For more quantum thermodynamics of trapped ions, see Sec. VII.) This experiment
marked the first test of non-Abelian thermodynamics.

Third, charges’ noncommutation can change entanglement entropy and thermodynamic-entropy production. As a quantum
many-body system thermalizes internally, its constituent particles entangle. To pinpoint how charges’ noncommutation affects
entanglement, researchers built two models [263]. Each is a one-dimensional chain of two-qubit sites. The models parallel
each other, such as by having the same number of charges, which have the same eigenvalues. However, one model’s charges
commute, and the other model’s do not. The noncommuting-charge model achieved a greater average bipartite entanglement
entropy than its counterpart. However, charges’ noncommutation can decrease average thermodynamic entropy production,
which quantifies irreversibility [264, 265]. These two results raise the question of whether charges’ noncommutation aids or
disrupts thermalization, as detailed in the next section.

Current and future challenges. Non-Abelian thermodynamics includes many open problems [261], three of which we out-
line. First, thermalization and charges’ noncommutation participate in a paradox. Charges’ noncommutation hinders at least
six features of thermalization but enhances at least four others [261]. These results, following from different setups, do not
contradict each other technically. Yet they disagree conceptually and so need reconciling. Possible tools include the parallel
models that isolate effects of charges’ noncommutation [263]. Another possible tool is a method for constructing Hamiltonians
that conserve noncommuting charges globally while transporting them locally [259].

Second, the non-Abelian ETH’s predictions need to be observed. As mentioned above, the non-Abelian ETH enables abnor-
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mally large corrections to thermal predictions [262]. Such anomalous thermalization would prevent systems from thermalizing
as much as usual. Thermalization draws all states toward a fixed point. Therefore, anomalous thermalization may enable systems
to retain extra information about their initial conditions. Such systems may serve as quantum memories. Any such application
must follow numerical and experimental observations of the prediction.

Finally, non-Abelian thermodynamics demands more experimental testing. Kranzl et al. performed the first test, using trapped
ions [260]. Other feasible platforms include superconducting qubits, quantum dots, and ultracold atoms [258]. Many theoretical
results merit testing—for example, anomalous thermalization [262] and predictions about thermodynamic and entanglement
entropies [263–265]. Also, we should check whether charges’ noncommutation slows thermalization down in time [260]. Deco-
herence threatens such experiments to an unusual degree: the system of interest may lose not only information, but also charges
of multiple types, to its surroundings. However, dynamical decoupling overcame such decoherence in [260].

Broader perspective and relevance to other fields. Noncommuting thermodynamic charges are relevant to several fields; we
present four examples [261]. Gauge theories offer one. They can model condensed matter and fundamental interactions between
particles. For example, quantum chromodynamics, which models the strong force, has an SU(3) symmetry. Gauge theories
contain extraneous degrees of freedom, eliminated by gauge fixing. Transformations between gauges can form non-Abelian Lie
groups. Therefore, particle physics may exhibit non-Abelian thermodynamics [259, 266]. To find out, we must reconcile gauge
symmetries’ local nature with the purely global symmetry attributed to non-Abelian thermodynamics so far.

Second, noncommuting charges can disrupt many-body localization (MBL) [267]. MBL can occur in quantum many-body
systems subject to strong disorder. Information and particles take a long time to disperse across such systems. If one introduces
a non-Abelian symmetry into an MBL Hamiltonian, any symmetry-breaking perturbation can destabilize the MBL, hastening
thermalization.

Third, integrable systems can have noncommuting charges. It has extensively many charges and so does not thermalize.
An integrable system relaxes to a generalized Gibbs ensemble, which is a NATS if the charges fail to commute. Recall the
Heisenberg chain described above, and suppose that the nonzero couplings Ji j are nearest-neighbor. This system is integrable
and exhibits anomalous diffusion: the diffusion constant scales as the system size’s square-root [268]. Other properties of the
system, such as out-of-time-ordered correlators, exhibit anomalous behaviors that need explaining.

Finally, noncommuting charges arise in hydrodynamics [269]. Hydrodynamics describes locally equilibrated fluids’ long-
range properties in terms of charge flows. Applications include condensed matter and heavy-ion collisions. In hydrodynamics,
noncommuting charges can affect conductivity and entropy currents. One might hope that non-Abelian thermodynamics can
explain why heavy ions thermalize unexpectedly quickly during collision processes.

Concluding Remarks. Researchers recognized only recently that charges’ noncommutation can conflict with derivations,
and alter results, in thermodynamics. Examples of such results include the ETH, derivations of thermal states, and MBL. The
emerging field of non-Abelian thermodynamics is dedicated to analyzing these effects and their implications for neighboring
fields. Many experimental and theoretical opportunities in non-Abelian thermodynamics call for investigation. Experiments have
already begun. Outside the subfield itself, noncommuting thermodynamic charges may influence gauge theories, many-body
localization, hydrodynamics, and conventional integrability. Redolent of quantum uncertainty and measurement disturbance,
noncommuting charges help put the quantum in quantum thermodynamics.
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State-of-the-art. The fires of the Industrial Revolution gave birth to more than just thermodynamics. The rise of industrial
capitalism brought not only wealth but also a pressing need to synchronise labour, driving the widespread adoption of modern
timepieces. While these clocks consumed almost no power compared to the factories and steam engines they regulated, the
same cannot be said for quantum technologies. Indeed, the power consumed by the circuitry or optics needed for precisely
timed control in any quantum experiment generally eclipses the energetics of the quantum system itself. Therefore, a proper
accounting of thermodynamics in the quantum regime cannot neglect the cost of timekeeping.

To that end, much recent work has been devoted to understanding the physical limits on clocks. By thinking about clocks
as machines, whose task is not to produce power but rather to generate a regular series of ticks, both information-theoretic and
thermodynamic constraints on timekeeping have been elucidated. Interestingly, further exploration of these limits has revealed
that certain features of quantum clocks unlock dramatic advantages over their classical counterparts.

Clock performance can be quantified by the accuracyN—the number of reliable ticks a clock can produce—and the resolution
ν—the average rate at which a clock ticks. The second law of thermodynamics limits accuracy [270], in the sense that N grows
(at most) linearly with the entropy produced per tick of a clock undergoing incoherent dynamics. Remarkably, however, coherent
quantum dynamics can be exploited to yield an accuracy that scales exponentially with entropy production [271]. Considering
the information-theoretic dimension (i.e., the number of distinguishable states) as a resource, quantum clocks were found to
achieve a quadratic accuracy advantage over classical discrete clocks with the same dimension [272]. A fundamental accuracy-
resolution tradeoff has also been identified, stating that increased accuracy comes at the expense of resolution [273]. Here,
again, quantum clocks can achieve a quadratic improvement N ∼ ν−2 compared to their discrete classical counterparts, which
are limited to linear scaling N ∼ ν−1 by a recently discovered clock uncertainty relation [274, 275].

Recent experiments have begun to probe these limits. The first experiment showing the link between entropy production and
clock accuracy was performed using a electromechanical resonator driven by white noise, albeit in a classical regime [116].
The effect of quantum measurement backaction on a quantum clock was explored in a superconducting circuit [276]. Finally,
Ref. [277] measured the entropy dissipated when reading out the ticks of a clock realised in a semiconductor quantum-dot
device, showing that this is the dominant thermodynamic cost for timekeeping on the quantum scale.

Current and future challenges. While numerous promising results have been obtained, it remains an outstanding problem to
experimentally demonstrate quantum-thermodynamic advantages in timekeeping. A key desideratum is autonomy, i.e. a genuine
clock should be self-contained and independent of any external, time-dependent control that would necessitate another clock
to implement. A longer-term goal would be to incorporate nanoscale autonomous clocks into other quantum devices, where
they could implement control operations without the need for energetically expensive classical control [278]. The potential of
autonomous machines for quantum technologies has already been demonstrated, e.g. for high-fidelity qubit preparation [52].

However, avoiding the macroscopic energy cost associated with measurement [277] would require direct coupling between
the clock and the system to be controlled. This scenario has been thoroughly investigated from a theoretical perspective [279],
but experimental implementation of these ideas is difficult, leaving ample opportunity for theoretical and technological progress
towards a feasible architecture.

Among the challenges worth investigating is the thermodynamics of clock synchronisation, a fundamental problem spanning
diverse fields, from quantum information to biological systems. Recent experimental progress has been made towards quantify-
ing the thermodynamic resources required to synchronise two autonomous clocks [280]. This experiment, which employed two
membranes inside an optical cavity, suggests that synchronisation does not monotonically improve with increased entropy pro-
duction; instead, there appears to be an optimal point or sweet spot. However, understanding entropy flows in these autonomous
multipartite systems remains a non-trivial challenge. The thermodynamics of clock synchronisation, therefore, merits further
theoretical and experimental investigation.

Another key challenge is to understand the thermodynamic limits on timekeeping at the precision frontier. Atomic clocks
provide the best measurements of time ever achieved [281], and have become an increasingly important tool for probing new
fundamental physics. Yet a complete thermodynamic description of an atomic clock, including key ingredients such as feedback
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stabilisation and frequency downconversion, is still missing. Presumably, atomic clock designs already unwittingly exploit
quantum coherence to exponentially increase their energy efficiency relative to classical clocks [271], given that they far exceed
thermodynamic precision bounds for classical stochastic systems [282]. An interesting question for future work is the extent to
which further efficiency gains would be achievable or desirable, e.g. if more compact and portable clocks are needed either for
terrestrial or space-based applications.

Broader perspective and relevance to other fields. The thermodynamics of timekeeping and clock synchronization can of-
fer useful insights into the energy dynamics of mechanisms in biological and bio-inspired systems. Understanding the energy
costs of coupling-induced synchronization may reveal the trade-offs and fundamental limits of maintaining coherent timing and
cooperative dynamics. These insights could also have applications in neuromorphic models as well as stochastic and thermody-
namic computing. Moreover, many biological processes act effectively as clocks, e.g. cyclic molecular motors or biochemical
oscillators. Studying the physics of these processes has revealed thermodynamic [282] and frenetic [274, 275] constraints on
classical stochastic timekeeping, which are closely analogous to results obtained from a quantum thermodynamic perspective
(see Sec. XVI). Further research on the thermodynamics of nanoscale clocks can therefore serve as a bridge between the quantum
thermodynamics and statistical biophysics communities.

Understanding the physical limits on clocks is also relevant for numerous foundational questions in quantum information
and quantum gravity. Certain approaches to canonical quantum gravity involve the quantisation of space-time, motivating the
search for a fully quantum description of time. One prominent framework is the so-called Page-Wootters mechanism, whereby
dynamical time is recovered from a timeless (stationary) state via an explicit quantum clock degree of freedom [283]. In addi-
tion, recent research has uncovered the possibility of quantum operations with indefinite causal order or time direction [284],
with potential consequences for the unification of quantum mechanics and general relativity. Examining the physical resources
needed to operate quantum clocks in these contexts may reveal constraints on future theories in which quantised time or gravity
play an explicit role.

Concluding Remarks. The study of timekeeping in the quantum regime has uncovered intriguing thermodynamic constraints
and potential advantages that differ fundamentally from those in classical systems. The realisation of autonomous quantum
clocks, the study of clock synchronisation, and the integration of clocks with coherent control mechanisms are promising direc-
tions for future research, with implications for both fundamental physics and practical applications in quantum technologies.

A key challenge moving forward is to bridge the gap between abstract theoretical models and experimentally feasible imple-
mentations. Achieving this would be essential for significantly deepening our understanding of the energetic costs associated
with timekeeping and control in quantum systems, as well as in emerging computational approaches and bio-inspired systems.
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State-of-the-art. Since the inception of Maxwell’s demon [285], the study of the physical ramifications of processing in-
formation has been an integral part of thermodynamics [144]. Motivated by the advent of digital computers, the emphasis has
historically been on quantifying the minimal thermodynamic costs associated with the writing and erasing of information [286].
Curiously, information theory itself was born from the study of communication [287], which in its essence refers to the directed
and controlled propagation of information through a physical substrate.

While statements of the second law for writing and erasing information, such as Landauer’s principle, have been largely
noncontroversial, whether or not there is a minimal cost for communicating information has been hotly debated [40, 288]. This
debate appears far from settled, as even today quantifying the thermodynamic cost of reliable communication is a topic of current
research efforts [289].

The situation is even less clear for the uncontrolled propagation of information, which in complex quantum many body
systems may lead to scrambling or even quantum chaos [290]. For both controlled as well as uncontrolled propagation of
information, notions and concepts from (quantum) stochastic thermodynamics appear uniquely suited to shine light on whether
information travels freely or whether propagation incurs a thermodynamic price [290].

Current and future challenges. The complexity of the issue is best illustrated with a specific example. In a recent study, some
of us analyzed how information is shared throughout a complex quantum many-body system with an impurity [291], see Fig. 10
(a). For specificity, consider the system to be driven at the impurity, which then acts as a witness how information propagates
throughout the system.

Conventionally, such analyses rely on the Lieb-Robinson bound, which characterizes the effective speed of sound [292] or the
“butterfly” velocity [293]. However, more genuinely thermodynamic information can be extracted from the response functions.
To this end, imagine the complex system to be “kicked” at the impurity, and we observe how information about the perturbation
propagates. This system shows a rich boundary phase diagram, with up to two edge modes localized around the impurity.
Remarkably, we found that within the phase with two edge modes both the time-ordered and the out-of-time ordered response
functions show persistent long-time coherent oscillations after the bulk modes undergo relaxation, see Fig. 10 (b). This behavior
reflects the trapping of the excitations, hence information, into the localized edge modes. Thus, the impurity allows us to have
partial control over the information injected into the system by the local field.

In order to better understand this trapped information, we looked at the density operator of the system. We showed that, in the
long-time limit, the bulk mode contribution to this operator decays rapidly, leaving behind an edge mode contribution that has
a X-state form [294]. We further characterized our X-state by calculating information quantities, such as purity, entanglement,
and discord, as a function of the impurity strength. The results showed that the quantumness of the aforementioned X-state can
be enhanced by increasing the intensity of the applied local control field.

This means that depending on the topological properties of the physical substrate, the properties of information propagation
can be fundamentally different. Naturally, one has to conclude that then also the thermodynamic resources have to intimately
depend on the physical properties of the information carriers. In particular in quantum systems, statements of the second law
may have to be formulated to be specific for the properties of the complex systems used as communication channels, see also
Pendry’s early insight [40].

Broader perspective and relevance to other fields. Even more generally, understanding the costs, constraints, and properties
of information dynamics transcends virtually all areas of modern research. For example, a fruitful line of inquiry into under-
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FIG. 10: (a) The quantum Ising chain with an impurity (gray ball) at its edge. The large red arrow represents the local control
field g(t) acting only at the impurity. (b) Time-dependent deviation of the impurity spin from its zero-temperature equilibrium
value. The red line, where no edge modes are present, shows the perfect propagation of information into the bulk. In contrast,
the blue line, where there are two edge modes, shows the partially trapped information around the impurity.

standing and explaining the black hole information paradox comes from treating a black hole as a quantum channel and an
information scrambler [295].

In a more prosaic but no less important arena, quantum information propagation is critical to explaining how classical reality
emerges in a quantum universe. Consider multiple observers, each of which performs some measurement of one common
quantum system. The randomness inherent in quantum measurements means that it is not guaranteed that the inferences these
observers draw from their results agree. Non-repeatability or incompatibility is an important feature of quantum measurements
which is critical to many applications, but it is also clearly at odds with everyday classical experience. In the classical world,
measurements are repeatable and many observers can all learn the same information about a system. That is, classical reality is
objective.

Quantum Darwinism [296] provides a framework to reconcile these statements, based on the key insight that all real measure-
ments are indirect through an environment. The measured system interacts with an environment, which observers then capture
fragments of from which they infer the system state. Effectively, the environment is a channel connecting the system and ob-
servers. Whether measurement results are objective depends on the details of that communication channel, and in particular
on how the system information is encoded into the environment. If the system information is redundantly encoded in the envi-
ronment such that small fragments of the environment allow it to be inferred, many observers can reconstruct that information
and hence it is objective. Interestingly, only classical information about the system in a certain “pointer” basis can be rendered
objective – quantum correlations can never be objective. Further, the only system-environment states that support objectivity are
of a specific “singly-branching” form, which only certain models can generate [297].

The deep connections Quantum Darwinism reveals between emergent classicality and quantum information dynamics lead to
a number of interesting avenues for future study. Considering Landauer’s principle and the potential costs of quantum commu-
nications on indirect measurements, one key questions arises: is there a thermodynamic price associated with the emergence of
classicality? Such possibilities underscore the importance of understanding the thermodynamic properties of quantum informa-
tion propagation, and show that advances in this direction can both raise and answer a range of broad, foundational questions.

Concluding Remarks. Recent research has demonstrated that quantum many-body systems are excellent platforms to test the
conjectures and develop notions of a “thermodynamics of information propagation”, as we have illustrated this with the example
of the quantum Ising chain with an impurity. Its different phases provide an easily accessible framework to study vastly different
scenarios within the same systems. In other words, quantum many-body systems consist of excellent “physical substrates”
for the phenomena of information propagation, storage or scrambling. Additionally, we believe that our previous work has
already revealed a thermodynamic aspect of this by showing the parallel between controlling information and excitations. The
obvious next step will have to be the development of a comprehensive set of statements of the second law of thermodynamics
for quantum information propagation.
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State-of-the-art. Quantum mechanics accurately describes the behavior of microscopic systems. Yet, since its inception,
the theory has been plagued by the measurement problem. This issue arises because the standard (Copenhagen) formulation of
the theory postulates two dynamics for the state vector: the linear and deterministic Schrödinger evolution, and the non-linear
and stochastic wave function collapse. These two dynamics are fundamentally different, and the measurement problem arises
because the theory fails to unambiguously specify which postulate to apply for a given system, leading to paradoxes such as
Schrödinger’s cat.

Collapse models solve the measurement problem by merging the two dynamics (Schrödinger and collapse) into a single
evolution [298, 299]. More precisely, they modify the Schrödinger equation by adding a non-linear interaction with classical
noise, which is responsible for inducing collapse in space. The effects of the non-linear terms are negligible for microscopic
systems, but, through an amplification mechanism, they become dominant for macroscopic systems. In contrast to other solutions
to the measurement problem, such as Bohmian mechanics or the many-worlds theory, which make the same predictions of
standard quantum mechanics, collapse models make different predictions and can thus be tested in experiments [300, 301].

Among all collapse models, the two most studied in the literature are the Continuous Spontaneous Localization (CSL)
model [302] and the Diósi-Penrose (DP) model [303, 304]. Both models predict steady spontaneous heating due to the in-
teraction of systems with the noise responsible for the collapse. Such heating, for typical choices of the model’s parameters,
is very low. For example, in the CSL model, where predictions depend on two phenomenological parameters λ and rC , for
the values originally suggested (λ = 10−16 s and rC = 10−7 m), the heating rate of a monoatomic gas is of the order of 10−15

K/year [299].
However, the prediction of a steady heating rate, irrespective of the energy of the system, is unphysical. It corresponds

to the interaction with a bath at infinite temperature, while one would expect that the noise responsible for the collapse is
associated with some fundamental field in nature, which, to be realistic, must have finite temperature. To mitigate this heat-
ing, dissipative extensions of the models have been introduced for both the CSL [305] and the DP [306, 307] models. In
these models, the system thermalizes at a given temperature. However, in none of these models the thermodynamic consis-
tency of the out-of-equilibrium dynamics is considered in detail. In particular, a quantum-to-classical transition model must
adhere to the Second law of Thermodynamics to be considered a proper physical model and the sole addition of a dissipative
mechanism is not enough to guarantee positive entropy production. Below, we discuss the current literature addressing this issue.

Current and future challenges. The first study of the entropy dynamics of a Collapse model was performed in Ref. [308],
where the CSL model is considered. There, it is shown that the effect of the collapse can be seen in the phase-space representation
of the dynamics as a diffusion on the momentum of the particle. This diffusion, which is not balanced by any dissipation, leads
to an indefinite heating. If this is assumed to be the result of an interaction with an infinite temperature noise-field, the entropy
production rate as defined via the Wigner entropy remains positive for all times and the dynamics can be therefore regarded
as thermodynamically consistent despite the system remains out-of-equilibrium indefinitely. A similar approach, that however
does not address the entropy production, is present in Ref. [309]. There, it is showed that a many-particle system subject to the
collapse does not appraoch a state with homogeneous temperature, suggesting that this mechanism cannot be responsible for the
emergence of thermodynamic equilibrium.

In Ref. [310] the same analysis of the entropy dynamics is carried out on the DP model which, as expected, shows the same
qualitative behavior. Furthermore, the dissipative extension of the model proposed in Ref. [307] is also considered. In the low
friction regime, the dynamics is still gaussian and, in particular, has the same functional form of a Klein-Kramers equation
of Brownian motion in terms of the Wigner function of the system in phase-space. Hence, in this regime, the system reaches
a thermal steady state with finite temperature remaining consistent with the Second Law of thermodynamics. The complete
dynamics, on the other hand, involves non-gaussian terms that give rise to higher-than-second order derivatives in the phase-
space representation. To investigate this regime, a small-time linearization of the evolution has been used and this revealed
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negative entropy production rate for certain values of the parameters, thus violating the Second law. Even so, it is shown that
such linearized approach could lead to non-physical evolutions even for simpler dynamics. Since a way to benchmark the validity
of the approximation of the dynamics at hand is lacking, definitive conclusions cannot be drawn.

The main challenge that emerges from this analysis is thus the characterization of the entropy dynamics for models leading
to non-gaussian evolutions, which is the case for other dissipative generalizations of the collapse dynamics [305]. In order to
assess the thermodynamic consistency of such models it is paramount to develop more advanced techniques that are able to
characterize the Wigner entropy. A possibility is to use perturbative techniques that rely on known Green’s function methods
for the solution of higher-order partial differential equations. These techniques are also necessary to study potentials more than
quadratic in the position and/or momentum of the particle. Such potentials, in fact, lead to quantum corrections to the Poisson
brackets that govern the system’s evolution in the phase-space which include higher-than-second-order derivatives.

Broader perspective and relevance to other fields. A critical assessment along the lines of what has been summarized here in
regard to quantum collapse models would be crucial in other areas of fundamental physics as well. Of particular interest are the
gravity-related models that have recently gained much attention as potential candidates for solving the measurement problem
and/or describing, at least phenomenologically, the effect of gravity on quantum systems, typically predicting decoherence
induced by gravity. Such approach was introduced for the first time by Károlyházy, who suggested that gravitational effects
could induce quantum decoherence. His work was followed by the already mentioned DP model and, since then, many models
predicting gravitational decoherence have been proposed, (see for example Ref. [311] for a comprehensive review).

A different approach is proposed in Ref. [312] where space-time is treated as fundamentally classical and matter as funda-
mentally quantum. The corresponding theory is proposed as an embodiment for an effective theory resulting from taking the
classical limit of a fully quantum theory of gravity. Coupling quantum systems to classical ones requires great care. In addition
to ensuring standard properties such as the positivity of the dynamics, it is necessary to introduce fundamental stochasticity in
the dynamics to prevent the possibility of faster-than-light signaling (e.g., in EPR-like setups). All of this is ensured by the
dynamics introduced in Ref. [312]. However, as such classical-quantum limit should be performed carefully – and there is no
unique way of performing it – it would be crucial to investigate the thermodynamic consistency of such an effective theory.

Concluding Remarks. We have investigated the necessity of putting thermodynamics into the collapse dynamics, and more
generally phenomenological models for the quantum-to-classical transition of open quantum systems, by investigating two of
the most celebrated theories in this context. Our investigation, which can and should be furthered in various directions (only
some of them having been mentioned here), would provide a thermodynamically motivated – and thus intrinsically fundamental
– framework that should accompany standard assessments of the tenability of phenomenological models based on complete
positivity of the corresponding dynamical maps.
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State-of-the-art. Early research on quantum machines focused on minimal models with a single-particle working medium
[11, 313]. This left out essential features such as many-body quantum correlations and collective phenomena. Developing many-
particle quantum machines allows for harnessing uniquely multipartite features with no single-particle counterpart. Focusing
on the working medium, these include critical phenomena, quantum indistinguishability and quantum statistics, the interplay of
integrability and quantum chaos, and the tuning of interparticle interaction.

While scaling up quantum machines offers tantalizing opportunities, it comes with the additional challenge of reducing quan-
tum friction in a many-body setting [314]. This is closely tied to the possibility of sustaining adiabaticity in a driven and possibly
open many-body quantum system and provides an enticing frontier in quantum thermodynamics that has barely been explored.

At the single-particle level, studies of quantum lubrication identified model-specific strokes that cancel nonadiabatic exci-
tations, effectively reducing quantum friction to zero [313]. Such strokes, also known as accidental shortcuts, can be used to
build a quantum cycle involving isentropic strokes, such as a quantum Otto cycle or an interaction-driven cycle. A systematic
approach to quantum friction suppression is provided by shortcuts to adiabaticity (STAs) [67]. STAs are techniques for the fast
nonadiabatic driving of classical and quantum systems that yield the same final state as in an adiabatic protocol. Crucially, they
achieve this without the requirement of slow driving. As such, they were recognized early on as a way out of the “tragedy of
finite-time thermodynamics”, i.e., the trade-off between efficiency and power of a quantum thermodynamic cycle run in finite
time. In short, STAs allow for the engineering of heat engines operating at maximum efficiency and with a tunable output power
[314].

Several techniques fall under the umbrella of STAs. They include reverse-engineering scaling laws, Lewis-Riesenfeld in-
variants of motion, fast-forward techniques, etc. Among them, counterdiabatic driving (CD), also known as transitionless
quantum driving, provides a systematic approach to engineering STA in an arbitrary system [67, 314]. CD relies on auxiliary
counterdiabatic fields that assist the time evolution, allowing one to run a “fast motion video” of a reference adiabatic trajectory
[315]. Identifying the required CD fields can be challenging and is notoriously complicated in many-body systems. The original
formulation CD required knowledge of the spectral properties of the system, which is generally intractable in complex many-
body systems. In addition, implementing such CD fields is generally difficult in the laboratory, as the required interactions are
many-body and non-local. The recognition of this fact has motivated broad efforts for the efficient approximation of the CD
terms [316]. While approaches based on approximate CD driving are being exhaustively explored in the context of quantum
optimization and computation, their study in quantum thermodynamics remains to be elaborated.

Current and future challenges. In isolated systems, using STA is facilitated in self-similar evolutions displaying scale-
invariance [315]. The latter often arises in ultracold gases in time-dependent traps that can describe the working substance of
a quantum machine. This symmetry holds approximately in strokes involving moderate compression and expansion ratios. In
one dimension, it describes exactly the evolution in a harmonic trap of spin-polarized Fermi gases, the Tonks-Girardeau gas, and
the Calogero-Sutherland gas (ideal gas of geons). It also applies to the interacting Bose gas in two dimensions (up to quantum
anomalies) and, in the Thomas-Fermi regime, in any dimension. In three spatial dimensions, it also describes the unitary Fermi
gas, used to demonstrate frictionless strokes in finite-time thermodynamics [314].

While the quantum Otto cycle is favored for its simplicity in theoretical studies of quantum machines, general thermodynamic
cycles include non-isentropic strokes, leading to inherently open, non-unitary dynamics. The same applies to continuously driven
cycles or cycles driven by measurements. Controlling a driven quantum system becomes more challenging when accounting for
the contact with a surrounding environment, which makes it possible to exchange energy and heat. As discussed, fast control of
isolated many-body systems is possible through STA. The CD technique has been generalized to open systems: in addition to
auxiliary CD Hamiltonian controls, fast-forwarding an open quantum trajectory generally requires implementing an auxiliary CD
dissipator [317–319]. Protocols for fast cooling and heating strokes have been designed in simple quantum mechanical systems,
including the harmonic oscillator and a two-level system. Experimentally, an STA in an open system has been demonstrated
in circuit quantum electrodynamics, using two coupled bosonic oscillators coupled to a transmon qubit [320]. Progress at the
many-particle level is currently limited. A natural goal is thus the engineering of frictionless many-body quantum machines,
such as quantum critical machines.

Control protocols of thermodynamic devices and their cost have strong ties to information theory. Bounds illuminating the
ultimate limits on the performance of quantum machines (e.g., governing the output power of an engine or the charging power of
a battery) have been formulated using speed limits and information geometry, both in the classical and quantum domains. When
applied to controlled quantum machines using CD and a single-particle working medium, such bounds are often saturated, and
the performance admits a simple geometric understanding regarding the trajectory traced out in quantum state space. However,
these bounds need to be refined in a many-body setting. In particular, a direct application of quantum speed limits generally
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yields estimates for the minimum time scale for a process to unfold that are too conservative due to the orthogonality catastrophe.
The cost of STA and other control protocols has been assessed in terms of energy and work fluctuations, and operator norms

involving the generator of evolution with the required CD terms [314]. Such efforts face the pitfall of “definition-based physics”:
ad hoc figures of merit without a solid motivation, which would ideally be based on physical grounds (rather than mathematical
or computational), can be misleading and yield circumstantial and questionable conclusions. An example arises with alternative
definitions of cycle efficiency, concluding the vanishing performance of STA-assisted quantum machines, refuted by experi-
mental findings [321]. From a complementary viewpoint, quantum speed limits allow us to distinguish classical and quantum
contributions to the evolution speed [322], making it possible to explore quantum advantage in quantum machines.

STAs in scale-invariant systems have been related to delta-kick cooling, and, more generally, it is possible to implement STAs
by CD terms as an impulse. This potentially allows for quantum friction reduction in an arbitrarily fast process. This limit is
amenable to a clear-cut study of the benefit-cost analysis of CD impulses. The generalization of such an analysis to include
quantum superimpulses, as proposed by Jarzynski, provides an intriguing prospect without relying on self-similar dynamics
[323]. To date, the extension of this approach to many-body and open systems remains unexplored.

Engineering efficient quantum machines should consider alternative control schemes, including numerical methods such as
the GRAPE and CRAB algorithms, Lyapunov control, and machine learning. Likewise, it can benefit from advantages and
speedups achieved by other means, including physical phenomena such as synchronization, collective spontaneous emission,
and the Mpemba effect.

Broader perspective and relevance to other fields. Quantum thermodynamic processes are ubiquitous in Nature and tech-
nology, leading to a broad arena for their control. Let us illustrate some examples.

In the spirit of the pioneering work by Scovil and Schulz-DuBois, light harvesting in natural systems, as well as in artificial
solar cells, has been described as a quantum heat engine [324]. It is yet to be seen whether the know-how in quantum control for
the efficient engineering of quantum machines can be carried out to optimize light harvesting in such scenarios.

Control, as described in this contribution, is external and often guided by detailed knowledge of the performance of the
uncontrolled machine. An exciting open prospect involves the development of autonomous quantum machines with low or zero
friction. Such a goal may be elusive, but progress may be guided by minimizing entropy production in their operation or, more
generally, the minimization of an action principle in the spirit of the quantum brachistochrone problem and its generalizations.
Beyond the engineering of a single efficient and autonomous quantum machine, one can envision the description of ensembles
of such devices that would not only provide a quantum analog of classical active matter but may exhibit intrinsically quantum
phenomenology. Developing the field of active quantum matter and optimizing the performance of swarms of autonomous
quantum machines provides a new frontier for quantum thermodynamics.

An exciting arena for engineering quantum machines, and indeed for quantum thermodynamics as a field, involves moving
beyond an analog approach relying on specific platforms for the realization of quantum machines. As an alternative, one can
embrace digital techniques in quantum simulation and computation and hybrid digital-analog approaches. Furthermore, specific
quantum information tasks formulated in the circuit gate model can be described in the language of thermodynamic cycles, as
in the case of quantum error correction with no syndrome measurements. The same holds for classical forms of computing,
such as thermodynamic computing [325]. As in the classical case, the study of quantum thermodynamics in relation to the gate
model opens the door to harnessing (classical and quantum) optimization algorithms for the engineering of quantum machines
and to analyze the thermodynamic and energetic costs of quantum circuits, e.g., for digital quantum simulation, optimization,
and computation.

Concluding Remarks. It is widely recognized that the study of heat engines and thermodynamic devices played historically
a key role in the development of thermodynamics, helping to identify its basic tenets. That the development of quantum ther-
modynamics follows a similar path may appear as a naive expectation, one that has nonetheless materialized to date. Exploring
the ultimate performance of quantum machines and their engineering is likely to guide further developments that embrace the
complexity of dissipative many-body quantum systems. In doing so, quantum control techniques may not only be required for
achieving their optimal operation but may also facilitate implementations in the laboratory and their use in applications and
quantum technologies. It may further deepen our understanding of the fundamental interplay of information theory and quantum
thermodynamics in complex systems.
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State-of-the-art. Quantum batteries (QBs) refers to quantum mechanical systems used as energy storage devices. In prin-
ciple, every quantum system can serve as a QB. However, when dealing with quantum technologies, the challenge is to find
quantum effects that enhance performance compared to a classical approach.

Among several figures of merits, the possibility of speeding up the charging process of a QB, resulting in a faster-than-linear
scaling (in the number of cells) of its charging power, has received considerable attention, introducing the notion of quantum
charging advantage (QCA) [326]. It is of immediate verification, see Fig. 11(a), that a non-interacting charging protocol does
not lead to QCA. Therefore, it becomes imperative to design interacting QBs and address the question: ”What features are
necessary to have a QCA?”

Theoretical evidence of QCA in solid-state quantum systems has been provided. In particular, the Sachdev-Ye-Kitaev
QB [198], exploiting all-to-all and global interactions, has shown a robust QCA. Moreover, Ref. [327] has provided a mathe-
matical proof of the necessary condition for QCA: the charging protocol must couple distant (in energy) levels of the battery
Hamiltonian, a requirement that in a many-body setup requires global operations.

In addition, Ref. [327] has introduced two relevant quantities, which fully characterize the presence of a genuine QCA. These
are the classical-quantum driving potential ratio, ϵcl−qu, and the power enhancement, ∆P, defined as

ϵcl−qu = 1 −
vcl

vqu
, ∆P = 1 −

P∗cl

P∗qu
, (5)

with vcl and vqu the classical and quantum driving potential, respectively, while P∗cl and P∗qu are the classical and quantum
maximum power, respectively, computed within the time interval of a single cycle of the classical charging. The role of the ratio
ϵcl−qu is related to the energy cost we spend to charge QBs, which is related to the thermodynamics cost of Hamiltonians, and
it has to satisfy ϵcl−qu ≤ 0 because the quantum charging cannot spend more energy than its classical counterpart in the context
of genuine quantum advantage. On the other hand, ∆P quantifies the gain in power of the quantum charging with respect to the
classical one, and therefore ∆P > 0. As illustrated in Fig. 11(b), these two quantities together allow us to distinguish between
valid and non-genuine QCA, avoiding then potential mischaracterized QCAs.

Current and future challenges. The necessity of global interactions creates a critical theoretical hurdle in the advancement
of QBs, since their practical implementation presents significant challenges. To address and potentially mitigate these technical
issues, we are then led to other important theoretical questions: “Can we identify alternatives that yield meaningful quantum
advantages without relying on global interactions?”

In this regard, the use of localized pairwise interactions or networked systems might serve as pathways to achieve practical
quantum charging advantages. Other potential avenues to overcome the obstacle posed by global operations are under investi-
gation. In Refs. [328, 329] (see also [330] for recent developments) it has been proposed the use of Floquet charging protocols,
since Floquet systems, when observed at stroboscopic times, are described by time-independent Hamiltonian which can, in prin-
ciple, be of very high k-locality. Another attempt, promoted in [331], is to shift the ground where the QCA can be obtained
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to a single-particle setup, where distant single-particle energy levels can be coupled more easily. Further exploration will be
critical to bridging the gap between theoretical potential and practical applicability, making QBs more accessible for real-world
applications.

On the experimental front, the demonstration of quantum advantage in charging and its scalability with the number of battery
cells is a pivotal and open challenge to be addressed. While this issue is inherently linked to the theoretical question of global
interactions, it requires practical solutions in quantum hardware. Notably, the feasibility of global interactions is not physically
prohibited but remains a technical barrier. Recent advancements, such as the engineered five-body interaction in superconducting
qubits [332] offer a glimpse into the potential for overcoming this limitation. As depicted in Fig. 11(c), for example, this
particular system can be used to reach a genuine QCA in a four-cell QB connected to a single multi-level quantum charger.
While the practical realization may initially be limited to systems with four battery cells, such a demonstration would mark a
major step forward in experimental QBs research.

Superconducting (SC) technologies provide other possibilities for achieving genuine QCA in QBs. For instance, in the context
of cavity quantum electrodynamics, we can connect several quantum cells to the same SC waveguide, such that the all-to-all
interactions required in Refs. [328] are mediated by the waveguide modes, as shown in Fig. 11(d). In the same context, this
regime of interactions also could be achieved through other techniques developed. The advances reported in [333] allows us to
physically connect two distant SC qubits, placed on the same chip, through SC airbridges, as it can be seen from Fig. 11(e).
Overall, we believe the engineered interaction reported in Refs. [328, 332, 333] could be the most promising routes to observe
maximum scaling in quantum charging advantage.

By addressing these theoretical and experimental open problems, the field of QBs can make substantial progress. The devel-
opment of feasible alternatives to global interactions and the experimental demonstration of scalable quantum advantage are key
milestones. Together, these efforts will not only deepen our understanding of quantum systems but also pave the way for their
practical implementation in next-generation energy storage technologies.

Broader perspective and relevance to other fields. To support the broad application and relevance of QBs, at least four
complementary discussions are crucial. These discussions aim to address foundational aspects of QB development while paving
the way for their practical implementation and integration with other quantum technologies.

The first point arises from the assertion that “quantum technologies need a quantum energy initiative”, as highlighted by
Auffèves [18]. This perspective underscores the critical importance of addressing the energy demands inherent to quantum
technologies, including the costs associated with key energy management processes such as extraction, injection, and transport.
A robust quantum energy initiative would extend beyond advancing QB technology, encompassing innovative strategies for
energy storage, optimized distribution, and the seamless, sustainable integration of quantum energy systems within existing
quantum networks.

The second discussion revolves around open problems in QB research, as these can provide valuable insights and directions
for future development. For instance, the requirement of global interactions in QB charging protocols represents a significant
challenge. Addressing this requires advanced investigations into Hamiltonian engineering and quantum control. Progress in
these areas could enable precise manipulation of energy transfer processes, thereby enhancing charging efficiencies.

Another critical challenge is the protection of energy storage against decoherence, the universal barrier for quantum tech-
nologies. In this sense, interdisciplinary approaches to address this problem could prove invaluable in mitigating its effects in
QBs, with further application to other kinds of quantum devices. Researchers focused on extending qubit coherence times could
contribute methodologies adaptable to QBs. Additionally, other fields, such as non-Hermitian physics and topological systems,
offer innovative perspectives such as topological QBs [334]. The use of topological effects, for example, may provide robust
mechanisms to enhance the performance of QBs in terms of resilience, charging time, and energy storage [335].

Energy transmission is a critical issue following the charging and protection of energy in QBs. Two significant challenges
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FIG. 11: (a) Example of the expected behavior of charging advantage between interacting and independent quantum cells.
While the charging power for independent cells grows linearly, the collective behavior of interacting systems may provide
enhanced charging scaling. (b) Diagram showing how to identify genuine quantum advantage. (c,d,e) Schematic representation
of promising SC devices that can be used to experimentally verify genuine QCA.
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arise: first, environment-induced decoherence leads to energy loss and QB aging; second, the coupling strength between the
charger and QB decreases with distance, reducing transfer efficiency. Addressing these problems is essential to enable practical
applications of QBs. One potential solution is highlighted in Ref. [336], where low-loss interconnects using pure aluminum
coaxial cables facilitate energy transfer between SC processors 0.25 meters apart. This architecture demonstrates the feasibility
of transferring entangled states—and thereby some energy—over a distance, offering a pathway to overcoming energy transmis-
sion limitations in QBs and advancing energy-efficient quantum technologies.

Concluding Remarks. QBs have garnered significant attention as potential energy storage devices leveraging quantum phe-
nomena. Although experimental advancements have been made with SC qubits [337] and spin systems [338], achieving a
tangible quantum advantage remains an open challenge. Demonstrating this advantage in a well-characterized real experiment
is crucial before declaring QBs as potentially useful technologies. To this end, devising methods to charge the battery and
extract energy efficiently without relying on global interactions is mandatory, to avoid complexities in system design, scalability,
and control for the practical implementation of QBs. Simplified approaches that circumvent these interactions are essential to
ensure robustness and accessibility in real-world scenarios. Achieving such advancements would mark a significant step toward
realizing functional QBs capable of delivering a true quantum advantage.
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State-of-the-art. Over the past decade, there has been a growing interest in establishing the fundamental precision limits
of low-temperature thermometry, giving rise to the new theoretical field of ‘quantum thermometry’ [339]. This is to be dis-
tinguished from the already mature field of thermometry with mesoscopic devices, such as quantum dots, Coulomb blockade
thermometers or NIS-junctions, among others [165]. In parallel, the advent of upcoming quantum technologies has motivated
new temperature-estimation experiments ever deeper in the quantum regime on platforms such as superconducting qubits, ul-
tracold atomic gases or trapped ions [59, 340–343]. These have revealed a pressing need for better precision and accuracy at
ultracold temperatures, which puts the recent theoretical advances in a whole new light. Quantum thermometry’s utility extends
beyond ultimate theoretical precision; it can inform the adaptive optimisation of experimental setups, and assist with the post-
processing of the raw measured data into the most informative temperature estimates possible. In fact, the first steps in this
direction have already been taken [59, 340, 342]. We believe that, in the coming years, quantum thermometry will unleash its
full practical potential, becoming instrumental to beat current thermometric precision standards.

The central problem of quantum thermometry is to infer an unknown (cold) temperature either by post-processing outcomes
of direct measurements on an equilibrium sample, or through the mediation of a probe that interacts with it. In order to assess
precision and inform the optimal measurement strategies, one resorts to the framework of quantum parameter estimation. Most
commonly, the Fisher information (FI) has been used as a figure of merit, as it lower-bounds the mean squared error (MSE) of
the estimates, by virtue of the Cramér-Rao bound (CRB) [339]

∆ϑ̃(x) ≥ 1/
√
F (ϱϱϱT ; M).

Here, ϱϱϱT is the state of the probe (or that of the sample if this is measured directly) prior to performing the measurement M, with
POVM elements {MMMx}. ϑ̃(x) denotes the estimator which processes the measurement outcome x into an estimate of the unknown
temperature T . In turn, the FI may be computed from the likelihood p(x |T ) = tr(ϱϱϱT MMMx) as

F (ϱϱϱT ; M) =
∫

dx [∂T log p(x |T )]2.

A further maximisation of the FI over all possible measurements M yields the quantum Fisher information (QFI), i.e., F(ϱϱϱT ) =
maxM F (ϱϱϱT ; M). The QFI thus sets the ultimate scaling behaviour of the statistical uncertainty of temperature estimates, so long
as the CRB is tight [339]. This typically only happens asymptotically, as the number of performed measurements grows (cf.
Fig. 12). In this sense, QFI maximisation can be used as a guideline for improving the design of thermometric protocols. Indeed,
much effort has been put into probe [344] and measurement optimisation [345], as well as into the design of optimal temperature
measurement protocols in finite time [57].

The Bayesian framework offers an alternative to the QFI-centered approach, that is particularly advantageous when estimating
from finite data. Namely, one introduces a loss function L[θ̃(x), θ], penalising deviations between the temperature and the
estimates θ̃(x) drawn from a vector x of measurement outcomes [342]. Averaging gives

⟨L̄⟩ =

"
dx dθ p(θ) p(x|θ)L[θ̃(x), θ],

where, any a priori information about the temperature has been encoded in the the prior p(θ). Here, p(x|θ) =
∏

i p(xi|θ). Explicit
minimisation of ⟨L̄⟩ yields an optimal estimator together with a Bayesian error bar, i.e., ϑ̃(x) ± ∆ϑ̃(x), thus fully solving the
problem. The quality of the resulting estimate will strongly depend on the particular loss function [346], as well as on the choice
of prior p(θ). Luckily, suitable choices and the rationale behind them have been extensively discussed in recent literature [346–
348]. Also, explicit formulae for ϑ̃(x) and ∆ϑ̃(x) are available. These can be applied to a broad class of location-isomorphic
estimation problems [348].
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FIG. 12: A cautionary tale about QFI. Comparison between the MSE of maximum-likelihood temperature estimates and the
CRB from simulated population measurements of an equilibrium three-level system with energies {0, ω, 2ω} (ℏ = 1). While the
CRB must match the MSE asymptotically, in order to use the QFI as a reliable figure of merit, one needs to ensure that enough
measurements have been performed. In this case, for instance, the minimum number of measurements needed for the QFI to be
informative varies significantly with temperature, from just m ≈ 50 at T/ω = 1 to m ≈ 2000 at T/ω = 0.2.

Current and future challenges. There are several obstacles preventing accurate thermometry deep in the quantum regime.
First, it is known that the noise-to-signal ratio of temperature estimates diverges exponentially or, at best, as a power law, as
T → 0. Hence, low temperature thermometry is inherently inaccurate. This shows, for instance, in the marked loss of precision
of time-of-flight absorption imaging for thermometry on atomic clouds below the critical temperature. Specifically, the formation
of a condensate masks the velocity distribution of the thermally excited fraction [341]. One may bypass this problem by adding
a dilute minority gas of impurity probes to the sample [59, 341]. After thermalisation, the (non-condensed) probe gas can be
imaged separately, showcasing a clearer thermal profile down to nanokelvin temperatures [341]. The inherent inaccuracy of
low-temperature thermometry calls for exploiting every tool at our disposal to optimise estimation protocols. For instance, in
the case of impurity cold-atom thermometry, (Q)FI maximisation can inform how to harness the impurity–sample coupling for
increased sensitivity, or reveal which measurements yield the best precision [339].

Another issue may arise whenever a protocol relies on a large number of destructive measurements. This is usually the case
in release–recapture thermometry, which offers a viable—albeit measurement-intensive—alternative to the default method of
absorption imaging, whenever the latter becomes impractical; for instance, when the sample is made up of only one or few
atoms. Luckily, the Bayesian framework can help in cases like this. Since the Bayesian formalism allows to quantify the
average information gain per measurement a priori [348], it can be exploited to adaptively adjust the recapture time so that
every shot provides the most informative outcomes (on average). This has been shown to substantially speed up convergence
and enable enhanced precision in the final estimate [342]. Importantly, such an adaptive optimisation can be carried out on any
experimental platform featuring tuneable control parameters. However, finding the relevant symmetries in order to apply the
analytically tractable formalism of Ref. [348] may prove challenging.

Recent progress in quantum thermometry on superconducting qubits clearly illustrates another critical issue in quantum
thermometry [340]. It is possible to estimate the effective temperature of such qubits, which are typically operated at dilution-
refrigerator temperatures of 5–100 mK, by directly measuring their equilibrium populations (see Fig. 13). These temperatures
can be measured very accurately without the need for qubit interrogation and hence, ‘quantum thermometry’ is more of an
environment-characterisation tool than a primary measurement goal. Interestingly, however, the measured effective qubit tem-
perature often significantly exceeds the base cryostat temperature [340], which is likely due to uncontrolled dissipation. This
observation underscores the importance of comprehensively modelling the probe and its coupling to the sample, as well as to
any parasitic environments, possibly at various temperatures. This is inherently challenging, as details about the environment
are rarely known; yet, deviations from the probe being in a local Gibbs state at the sample temperature can lead to an inaccurate
likelihood p(x |T ) and, eventually, to imprecise estimates ϑ̃(x). Even if only the desired sample couples to the probe, the finite
strength of the coupling pushes the probe to a mean-force Gibbs state (cf. Sec. XIV on strong coupling), which differs from the
canonical Gibbs state. Neglecting this difference can lead to systematic error in the temperature estimates.

Broader perspective and relevance to other fields. Quantum thermometry borrows tools from quantum metrology, open
quantum systems and quantum thermodynamics, but it has motivated new directions in these fields too. For instance, the
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FIG. 13: Quantum thermometry on a transmon qubit. Population distribution (numerical simulation for 106 samples) for
three lowest energy states of a transmon qubit with ground–excited transition frequency ωge/2π = 4 GHz and anharmonicity
α/2π = 200 MHz. The qubit is assumed to reach a Gibbs state at the cryostat temperature of 100 mK (T/ωge ≈ 0.52). Each
qubit state |i⟩ , i ∈ {g, e, f } corresponds to an unknown voltage Vi. Sequentially swapping the populations of these states by
means of suitable π pulses turns the average signal ⟨Vg⟩ = pgVg + peVe + p f V f (left panel) into, e.g., ⟨Ve⟩ = peVg + pgVe + p f V f
(center panel) or ⟨V f ⟩ = peVg + p f Ve + pgV f (right panel), thus allowing to extract the equilibrium populations pi.

framework of symmetry-informed parameter estimation was strongly influenced by progress on quantum thermometry [348],
as were novel adaptive approaches to quantum sensing on critical systems. Similarly, fundamental nonequilibrium energy–
temperature uncertainty relations were established with the problem of temperature estimation in mind [349]. In particular,
these relations reflect the fact that the severe precision limitations hindering temperature estimation close to the absolute zero
are thermodynamic in origin [350]. Furthermore, thinking operationally about how temperature is measured, can provide insight
into the notion of local temperature in strongly-correlated many-body systems or non-equilibrium situations. Also, information
geometry provides an alternative construction of the Bayesian thermometry framework, highlighting its close relationship with
thermodynamic geometry (cf. Sec. XV on quantum thermodynamic geometry).

As already mentioned, a mismatch between the expected temperature and the temperature read out from an equilibrated probe
may be a smoking gun pointing to an incomplete modelling of dissipation. This can be used as a tool learn when it is necessary
to refine the characterisation of the system–environment(s) interactions. Finally, we note that accurate characterisation of the
initial temperature of an ultracold lattice gas is crucial for any quantum-simulation application, as is thermometry of the super-
conducting qubits used for quantum-thermodynamic applications (cf. Sec. III), in which the qubits are coupled to mesoscopic
heat baths.

Concluding Remarks. The theory of quantum thermometry is a very active emergent field. While its primary aims have been
establishing the ultimate bounds limiting the scaling of thermometric precision, it holds promise to substantially improve both
accuracy and efficiency of practical temperature-measurement protocols in the lab. While, so far, only a handful of experiments
have been directly informed by the information-theoretic toolbox of quantum thermometry, we expect it to become increasingly
relevant in practice in the near future, helping to improve thermometric precision standards and enabling upcoming quantum-
technological applications.
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XXIV. THERMODYNAMICS AND QUANTUM COMPUTING
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State-of-the-art. Progress in both quantum computation and quantum thermodynamics (QT) has unfolded rapidly over the
last few decades. Their apparent co-development is not mere coincidence as each contributes to the advancement of the other.
The performance of a quantum computer (QC), as a quantum information processing device, is fundamentally bound by the laws
of Thermodynamics as elucidated by Landauer. Thus, a better understanding of QT, (i.e., the the thermodynamics of systems
and devices operating in the quantum regime) can inform best practices for the implementation and performance optimization
of QCs. At the same time, the QC, with its precise control over individual quantum constituents, offers a game-changing new
platform for exploring QT. An elegant synergy therefore exists whereby results from QT may be used to improve the operation
of QCs, and QCs can be used to improve our fundamental understanding of QT.

One of the core connections between QCs and QT is dissipation [351]. Dissipation is a central object of investigation in (quan-
tum) thermodynamics. Meanwhile, dissipation is both essential and toxic to quantum computation. On the one hand, dissipation
is required to cool/reset qubits to an initial fiducial state (one of DiVincenzo’s criteria for QCs) [52, 352, 353]. Furthermore, it
has been shown that the more accuracy is demanded of an information processing task, the more dissipation is required [354].
On the other hand, dissipation tends to corrupt computational results. We note that this may not universally be the case, as
some work has explored how dissipation can be used for good, driving the qubits into some desired state through (possibly
carefully engineered) interactions between system and environment [355]. Generally, however, results with the highest fidelity
are accomplished when dissipation during computation is minimized. Here, QT can be exploited for minimizing, mitigating,
and even correcting dissipation-induced errors by providing a characterization of the dissipation channels [356, 357]. The ability
to characterize dissipative noise would enable the generation of better noise models, which in turn would lead to better error
mitigation and correction techniques.

As the performance of QCs continues to improve, they become fruitful playgrounds for implementing QT experiments. Initial
investigations include verification of fluctuation relations [358]; simulations of energy storage [359], work extraction [360, 361],
and thermalization [362] in quantum systems; as well as the computation of free energy differences in quantum systems [363],
all of which reveal the great potential and versatility of QCs to serve as experimental platforms for QT.

Current and future challenges. Just as thermodynamics in the early 19th century helped drive major progress in the efficiency
of machines, we believe that QT can have an analogously valuable impact on quantum machines. QCs are currently one of the
most prominent and promising quantum machines, and stand to benefit appreciably from QT knowledge. We see two main
challenges in improving the performance of QCs. The first challenge is modeling the noise on quantum hardware. Accurate
noise characterization is essential for developing noise reduction and error mitigation techniques in the near term, as well as for
full-scale quantum error correction (QEC) in the future. Central results in QT, specifically, fluctuation relations, can be used to
build accurate noise profiles [356].

The second challenge is the initialization of the qubits into a pure fiducial state. Algorithms presume the qubits to be ini-
tialized in their pure ground state, and QEC techniques generally rely on the injection of pure ancillary qubits throughout the
computation. In particular, the continuous supply of pure ancilla qubits demanded by QEC requires information erasure, which
by the Landauer principle, necessitates heat generation. This heating will increase the error rate of the qubits, which in turn
will require more rounds of error correction, generating even more heat. Specific system parameters determine whether (1) this
cycle snowballs out of control, resulting in runaway temperatures that prohibit quantum computation, or (2) heat generated by
QEC is balanced by refrigeration, stabilizing qubit temperatures and bounding their error rates below the fault-tolerance thresh-
old [364]. QT therefore sets a fundamental boundary between QCs that are and are not able to implement QEC based on their
specific hardware parameters. Here, optimal techniques for generating/resetting pure qubits must be developed that minimize
heat dissipation.

As QCs continue to improve, they can provide a test-ground for experiments seeking to better understand the fundamentals of
QT. Open questions in QT that QCs could potentially be used to answer include: Can we experimentally validate the Jazrynski
equality in open quantum systems? Is there an advantage to quantum batteries? Are quantum machines useful? What is the
role of information in thermodynamic processes? A major outstanding challenge in using QCs for QT experiments in the diffi-
culty in preparing thermal states on QCs. Thermal states are mixed states, which are inherently difficult to prepare on QCs as
typically the user only has the ability to perform unitary operations. Several techniques have been developed for approximating
thermal states and require varying amounts of resources (e.g., ancilla qubits, variational optimization with a classical computer).
This difficulty in preparing thermal states at a desired temperature may perhaps seem counter-intuitive since thermodynam-
ics generally assumes thermal states to be available for free. Perhaps some hardware-level operations could be developed that
can automatically generate desired thermal states, in the spirit of how FPGA’s perform specialized logic encoded in the hardware.
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Broader perspective and relevance to other fields. QCs offer the promise of revolutionizing a wide range of applications
including optimization in financial and logistics settings, machine learning, and high-throughput simulations for drug develop-
ment and new materials design. However, in order to achieve meaningful breakthroughs, larger QCs with significantly better
performance are required. The optimal design and implementation of QCs are therefore under active investigation within both
academia and industry. The initial stages of development have been focused on optimizing the performance of QCs with respect
to the fidelity of results. Progress has therefore been concentrated on optimizing qubit decoherence times and gate fidelities,
without much regard for the energetic resource costs. In order for QCs to provide a meaningful advantage however, they will
not only need to provide high quality results, but obtain such results within a reasonable energetic cost. It is therefore timely to
begin to ask a more nuanced question: can a quantum computational advantage be achieved at a reasonable energetic price? QT
provides tools to connect information processing tasks with physical energetic exchanges, and is therefore precisely the right
framework with which to answer such a question. Some initial work has examined how to optimize the efficiency of quantum
computation with, for example, the D-Wave quantum annealer [365]. Maximizing the impact of QCs across all possible appli-
cations will crucially depend on optimizing their energy consumption, which in turn will depend heavily on the peculiar physics
of QT.

In general, energy consumption is minimized when dissipation is minimized. However, as discussed above, dissipation is
essential for quantum computation. QT, which characterizes dissipation in quantum systems, therefore must be employed to
strike an optimal balance between performance and energy consumption of QCs.

In fact, new insights from QT could have an even broader impact on the performance of quantum technologies in general,
used, for example, in sensing, metrology, and communication. All such devices rely on components that obey the laws the
quantum mechanics, and as such, their energetic footprint must be calculated based on quantum thermodynamics. As electronic
devices continue their march down to the quantum realm, it will become essential to have a solid understanding of thermody-
namics at the quantum scale to evaluate and optimize their efficiency. QCs provide an extremely useful platform for simulating
the thermodynamics of quantum systems, thereby elucidating the fundamentals of QT.

Concluding Remarks. While quantum computation and quantum thermodynamics each stand to benefit greatly from one
another, currently, the two fields are relatively siloed, with experts in one field rarely well-versed in the other. Deliberate efforts
should therefore be made to foster collaborations between researchers in both fields. Skilled quantum computer programmers
can develop specialized algorithms for performing simulations of quantum thermodynamic processes, providing much needed
experimental results with which QT experts can build and extend theoretical models. Likewise, scientists with a deep under-
standing of QT can aid in developing better noise models for QCs and better protocols for qubit reset, thereby improving the
overall performance of QCs for their users. Perhaps the greatest impact, however, of bringing together researchers in these two
fields will be determining if and how QCs can provide an advantage over their classical counterparts with reasonable energetic
consumption, which we believe is one of the major unresolved questions in the field. A small but slowly growing community
of scientists at the nexus of quantum computation and quantum thermodynamics is actively capitalizing on the synergy between
the two fields to push boundaries in knowledge and computational performance. However, it is crucial that we continue to bring
awareness to this specialized, interdisciplinary area to accelerate progress.
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[130] S. Hernández-Gómez, S. Gherardini, F. Poggiali, F. S. Cataliotti, A. Trombettoni, P. Cappellaro, and N. Fabbri, Phys. Rev. Res. 2,

023327 (2020).
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